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Bacula offers a wide range of backup solutions presented below:

1 Storage Backend

Important: Storage Backend solutions are used with the Storage Daemon.

1.1 Deduplication

Aligned Volumes

» Executive Summary

* Deduplication

* Advantages of Deduplication

* Cautions About Using Deduplication

* How Bacula Deduplication Optimized Volumes Work
* New Storage daemon Device Directives

* Things to Know About Deduplication

* Things to Know About Bacula

* Things to Know About ZFS

* More on ZFS

* Creating a ddumbfs

e Restrictions and Limitations

Executive Summary

IT organizations are constantly being challenged to deliver high quality solutions with reduced total cost of ownership.
One of those challenges is the growing amount of data to be backed up, together with limited time to run backup jobs
(backup window). Bacula offers several ways to tackle these challenges, one of them being Deduplication Optimized
Volumes, which write Bacula Volumes in a deduplication friendly format.

This document is intended to provide insight into the considerations and processes required to successfully implement
this backup technique.
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Deduplication

Deduplication is a complicated subject. Generally speaking, it permits detecting that data being backed (usually blocks)
have already been stored and rather than making an additional backup copy of the same data, the deduplication software
just keeps a pointer referencing the previously stored data (block). Detecting that a block has already been stored is
done by computing a hash code (also know as signature or fingerprint) of each block, and comparing the hash code
with those of blocks already stored.

The picture becomes much more complicated when one considers where the deduplication is done: either on the
server and/or on the client machines. In addition, most deduplication is done on a block by block basis, which some
deduplication systems permitting variable length blocks and/or blocks that start at arbitrary boundaries rather than on
specific alignments (sliding blocks).

Bacula’s first step in doing deduplication is to offer an alternate (additional) Volume format that is aligned on specific
block boundaries. This permits an underlying file system that does deduplication to efficiently deduplicate this new
Bacula Enterprise Deduplication Optimized Volume format (or often called “Aligned” Volume format. Another way
of describing this is that we have filtered out all the metadata and record headers and put them in the Metadata Volume
(same as existing Volume format) and put only file data that can be easily deduplicated into the Aligned Volume.

Since there are a number of deduplicating file systems available on Linux systems (ZFS, lessfs, ddumbfs, SDFS
(OpenDedup), LiveDFS, ScaleDFS, NetApp (across NFS), Epitome (OpenBSD), Quantum (in their appliance), ...,
this Bacula implementation allows the users to choose what deduplication engine they want to use.

Although a number of these dedupe engines use large blocks (128K), the block sizes on most can range from 4K to
IM. Bacula with Deduplication Optimized Volumes has implement several new Storage Device directives that permit
tuning what Bacula does to match what is optimal for the underlying deduplication engine.

Advantages of Deduplication

There are two main advantages of deduplication:

* Deduplication can significantly reduce the disk space needed to store your data. In good cases, it may reduce
disk space by half, and in the best cases, it may reduce disk space by a factor or 10 or 20.

« Storing data (backups) can be much faster since a whole block of data can be replaced by a pointer to an existing
block that is already stored on disk.

Cautions About Using Deduplication

Here are a few of the things that you should be aware of before using deduplication techniques.

* Deduplication takes a lot of CPU and memory resources. To do efficient and fast deduplication, you will need
lots of CPU power (for computing hash codes), and additional amounts of RAM memory (for fast lookups of
hash codes). Bacula Systems provides a Deduplication Sizing Calculator that could help you calculating memory
needs.

* The extra CPU power and memory needed can be expensive, but SSD can largely solve the memory requirements
at a reasonable cost.

* Due high CPU and RAM requirements as well as the extra complexity of deduplication, performance tuning is
more complicated.

* If your disk develops a bad block instead of damaging one file (that may be stored many times), it may damage
all (hundreds or thousands) files that contain the same data. That is you have a single point of failure that can
cause more damage than would happen on a non-deduplicated system. These problems can be reduced by using
deduplicating systems that checksum everything such as ZFS, or by using hardware or RAID technology.
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* Possible loss of data can be mitigated by using the duplicate copy feature of a number of the deduping filesystems
(copies in ZFS). In fact some systems such as ZFS permit you to limit the number of references to a single block
of data. Once that limit is reached, it will store the block another time. Can minimize any loss due to bad disk
blocks.

 Deduplication collisions can cause data corruption. That is if the deduplicating system uses a weak hash code
such as MD5, SHAI, Fletcher, ... it is possible that several blocks with different data will hash to the same
value. If the system does not do a byte for byte comparison, then the second block stored will be corrupted when
it is read back, because it will get the first block that was stored rather than the second block that had the same
hash code.

* The problem of hash code collisions can be mitigated by using a stronger (and usually more CPU intensive) hash
code (SHA256 or SHAS512) or by doing a byte by byte comparison with the block that is already stored. ZFS has
options for enabling both of these techniques.

How Bacula Deduplication Optimized Volumes Work

* First, please be aware that you need the aligned-sd.so or the bacula-sd-aligned-driver-x.y.z.so Storage daemon
plugin for Aligned Volumes to work. Please do not forget to define the Plugin Directory in the Storage daemon
configuration file bacula-sd.conf.

* Aligned Volumes are enabled by specifying the Aligned keyword on a DeviceType directive in each Device
resource in the bacula-sd.conf where you want to use aligned volumes:

» Aligned Volumes must have a unique Media Type that is different from Volumes that are used on non-Aligned
devices.

DeviceType = Aligned

* When Aligned Volumes are enabled, the Device will create two files for each Volume. For example, if the
Volume name is Test001. The files will be named Test001 and Test001.add. TestO01 will contain all the metadata
(filename, date created, permissions, ...) in the same format as non-aligned Volumes, and Test001.add will
contain all the aligned file data (i.e. it will be block aligned).

e If you are writing the Volume with a single Job, each file backed up will have its data stored contiguously (i.e.
no block interleaving. We recommend this way to write Volumes.

¢ If you set a maximum volume size for an aligned volume device, Bacula will only allow one backup Job at a time.
In any case, it is probably more efficient to only backup to aligned volumes with one Job at a time. Rather than
rely on Bacula to allow only one backup Job at a time, we strongly recommend that you following the advice in
the next item below.

* We strongly recommend that you only write a Volume with a single Job at a time. This will be most efficient use
of the Volume. To ensure that only one Job accesses the Volume at a given time, use the following directive in
each Aligned device:

Maximum Concurrent Jobs = 1

Note, later versions of Bacula Enterprise (6.4.11) enforce this recommendation even if you do not specifically
set the Maximum Concurrent Jobs.
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New Storage daemon Device Directives

* Plugin Directory = <directory-name>

This directive is required to enable the aligned volume feature. You must also have the Aligned Volume plugin
loaded in the defined Plugin Directory before the Storage daemon is started.

* Device Type = Aligned

This directive is required to make the Device write aligned volumes. Once this is turned on, each Bacula Volume
will be split into two Volumes, one for the metadata, which does not deduplicate well, and one for the file data,
which can be deduplicated.

* File Alignment = <bytes>

Once the aligned volume format has been chosen, this is the key directive that will make the file data deduplication
friendly. Each new file that is written into the .add file will be aligned to a multiple of this size. The value for this
directive should be equivalent to the basic deduplication block size used by your Operating System. For NetApp,
the deduplication block size is fixed at 4K. For ZFS the deduplication block size is set via the recordsize**
variable, and is by default 128K.

* Padding Size = <bytes>

When Bacula is ready to write a block, and if it is not full, the block will be padded to the next multiple of the
Padding Size by filling with zeros. If you want all blocks to be the same size as the Maximum Block Size, then
set the Padding Size to the same value as the Maximum Block Size. The default for this is O bytes. In general,
you should set it to the minimum physical block size used by your Operating System. For NetApp, the minimum
physical block size is 4K, and for ZFS it appears that the minimum block size is 512 bytes. Setting the Padding
Size larger than the smallest physical block size will cause Bacula to use more disk space than is necessary.
Setting it too small or to zero will, in general, do no harm.

* Aligned Device = <directory-name>

This directive is similar to the Archive Device. It is optional, but if specified the Aligned Volume (xxx.add)
will be placed in the Aligned Device directory specified, which is presumably different from the Archive Device
where the Metadata Volume is placed. In the absence of the Aligned Device directive, both volumes will be
placed in the Archive Device directory. Having two directives allows placing the Metadata volume in a directory
(or partition) that is not deduplicated while the Aligned data volume can be deduplicated.

* Minimum Aligned Size = <bytes>

This Directive is set to 4096 by default, and any file that is this size or smaller will be placed in the Metadata
volume rather than the Aligned Volume. This allows you to put smaller files that are unlikely to deduplicate well
into the Metadata volume rather than overload the Aligned volume with data that does not deduplicate well.

Below we supply a few examples. The directives show should be in the bacula-sd.conf file within a Device resource:

Listing 1: EMC Data Domain DD800

Device Type = Aligned
Media Type = Aligned
Maximum Block Size = 64K
Minimum Block Size = 0

File Alignment = 4K
Padding Size = 4K

Minimum Aligned Size = 4K
Maximum Concurrent Jobs = 1
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Listing 2: ZFS with default record size of 128K

Device Type = Aligned
Media Type = Aligned
Maximum Block Size = 128K
Minimum Block Size = 0

File Alignment = 128K
Padding Size = 512

Minimum Aligned Size = 4096
Maximum Concurrent Jobs = 1

Listing 3: NetApp

Device Type = Aligned
Media Type = Aligned
Padding Size = 4K

File Alignment = 4K
Maximum Block Size = 64K
Minimum Block Size = 0
Minimum Aligned Size = 4K
Maximum Concurrent Jobs = 1

Listing 4: ddumbfs

Device Type = Aligned
Media Type = Aligned
Maximum Block Size = 128K
Minimum Block Size = 0

File Alignment = 128K
Padding Size = 512

Minimum Aligned Size = 4096
Maximum Concurrent Jobs = 1
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Listing 5: lessfs

Device Type = Aligned
Media Type = Aligned
Maximum Block Size = 128K
Minimum Block Size = 0

File Alignment = 128K
Padding Size = 512

Minimum Aligned Size = 4096
Maximum Concurrent Jobs = 1

Things to Know About Deduplication

* Generally system tools such as Is or du do not know about sparse files (files with holes such as Bacula’s Aligned
Volumes), nor do they know about deduplicating and compressing filesystems such as ZFS. As a result, the size
numbers that such system tools produce can be misleading.

* In order to really know the disk space used by a given file or a directory, you generally will need to use tools such
as zpool and zfs to report disk utilization, and file sizes.

Things to Know About Bacula

* You must take particular attention to define a unique Media Type for devices that are Aligned as well as for
each Virtual Autochanger that uses a different Archive Device directory. If you use the same Media Type for an
Aligned device type that you use for a normal disk Volume, you run the risk that you will have data corruption
on disk Volumes that are used on Aligned and non-Aligned devices.

* Blocks are may be written in any size and the files can be aligned at any value. However, they must generally be
a multiple of 1024 bytes.

* When the values that you have specified for Padding Size is smaller than File Alignment, Bacula will generate
Volumes that are sparse (i.e. that will have holes or unused areas of the Volume). This is normal, and it permits
aligning the beginning of a file at a suitable deduplication boundary without wasting space.

* If you are using the Virtual Disk Changer feature of Bacula, it should work fine.

¢ We strongly recommend not using the Bacula disk-changer script, because it was written only for testing. Instead
of using disk-changer, we recommend using the Virtual Disk Changer feature of Bacula, for which there is a
specific white paper.

* We strongly recommend that you update all File daemons that are used to write data into an Aligned Volume. It
is not required, but old File daemons do not have the newer FD to SD protocol, so consequently the Minimum
Aligned Size is not respected for any older File daemons. Other than the fact that all file data will be written to
the Aligned volume regardless of the file size and the value set for Minimum Aligned Size old File daemons
will work correctly.
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Things to Know About ZFS

* First and most important, you must set the Bacula File Alignment value to the same sized as the ZFS recordsize
(128K by default). If you do not, deduplication will not work correctly.

* Second, you must set the Bacula Maximum Block Size to the same size or greater than the File Alignment
value. If you do not, deduplication on ZFS may not work.

* Our testing with a ZFS kernel module installed on a Ubuntu 12.04 system indicates that for our simple dataset
(the Bacula Source + binaries), the following Bacula parameters are optimal:

Device Type = Aligned
Maximum Block Size = 128K
Minimum Block Size = 0
File Alignment = 128K
Padding Size = 512
Minimum Aligned Size = 4K

 Our testing (as noted above) indicates that the following ZFS parameters are optimal, where tank is the pool:

sudo zfs set atime=off tank

sudo zfs set compress=on tank

sudo zfs set dedup=on tank

sudo zfs set recordsize=128k tank (default)

e ZFS has a surprisingly large number of settable options. The key ones for doing deduplication are: dedup,
compression, and recordsize.

e ZFS has a number of tools such as zdb, but unfortunately they do not seem to have complete documentation.
This means that in some of the examples given below, we have had to guess at the meaning of certain values that
are displayed by the various commands.

* As mentioned above, a number of the ordinary Unix tools such as Is and du either do not correctly report sizes
for sparse files (Is) or do not report allocated disk space taking into account deduplication and compression (Is
and du).

* To get an accurate view of how much disk and memory is actually being used with deduplication and/or com-
pression turned on, one must resort to the output from several ZFS commands. The most important being zpool
list tank. See below for more details.

Output from a Bacula Job report might look something like the following:

FD Files Written: 2,126

SD Files Written: 2,126

FD Bytes Written: 141,738,979 (141.7 MB)
SD Bytes Written: 142,047,709 (142.0 MB)
Rate: 141869.5 KB/s

Last Volume Bytes: 367,264,779 (367.2 MB)

The interesting thing is that the size of the data backed up is 142.0 MB as indicated by the SD Bytes Written, but the
Volume size used by this job is 367.2 MB. Note: this number represents the sum of the last address of the metadata
Volume and the Aligned Data Volume.

Is the data more than doubling in size?

The answer is No the actual sized used with dedupe and compression enabled on ZFS is about 78.7 MB (1/2 the original
size) as will be shown below. The largest disk address used by Bacula is indeed on the order of 300 MB, but much of
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the Volume has holes and no disk space is allocated to those holes.

When one sets the File Alignment to 128K as shown above, each of the 2,126 files that were written will be aligned
to a 128K byte boundary, while the original data was aligned to a 4K byte boundary since it came from a Linux ext4
filesystem. Since the Padding Size is 512, Bacula will write short blocks zero filed to the next 512 byte boundary for
every file that is less than 128K then it will seek to the next 128K boundary to begin writing the next file. This means
that there will be holes in the file, and the apparent file size (Last Volume Bytes) will indicate the address of the last
byte in the file rather than the real number of bytes allocated (used) on disk.

The simplest way to know how much space was really used is to look at the output from a zpool list command:

zpool list tank
NAME SIZE ALLOC FREE CAP DEDUP HEALTH
tank 19.9G 78.7M 19.8G 0% 1.02x ONLINE

and we see under the ALLOC column, the space used is 78.7 MB. This is approximately half of the original space of
142 MB that the original data used. The difference is due to compression in this case.

After doing a total of 10 identical Full backups, we get the following output:

zpool list tank
NAME  SIZE ALLOC  FREE CAP DEDUP HEALTH
tank 19.9G 84.2M 19.8G 0% 10.00x ONLINE

Notice that 10 times the data (i.e. 10 X 142 MB) increased the total ZFS disk space allocated to only 84.2 MB. This is
due to the fact that it was perfectly deduplicated and only a small amount of Bacula metadata and ZFS pointers were
written in addition to the original data. Bottom line, ZFS stores 1.42GB of data using 84.2MB of disk space! At the
same time, the Bacula Aligned Volume appears to be using 3.4GB of data. See below for more details.

Another command that can be useful to understand what is going on is zdb -DD tank, shown in the next figure:

zdb -DD tank

DDT-sha256-duplicate: 2724 entries, size 306 on disk, 165 in core
DDT-sha256-unique: 45 entries, size 7884 on disk, 9830 in core
DDT histogram (aggregated over all DDTs):

bucket allocated referenced

refcnt blocks LSIZE PSIZE DSIZE blocks LSIZE PSIZE DSIZE

1 45 5.38M 2.23M 2.23M 45 5.38M 2.23M 2.23M
8 2.61K 334M 75.4M 75.4M 26.1K 3.26G  754M  754M
16 42 5.25M 466K 466K 860 108M 9.18M 9.18M
32 1@ 1.25M 530K 530K 400 50M 20.7M 20.7M

Total 2.70K  346M 78.6M 78.6M 27.4K 3.42G  786M  786M

dedup=10.00, compress=4.46, copies=1.00, dedup*compress/copies=44

The important numbers from above all all in the Total row. The first is the 78.6M under the allocated DSIZE column
(second column). It corresponds to the real disk space used by the data. The second number is 27.4K, the total number
of referenced blocks (sixth column). This number is important when computing the memory requirements to keep all
the the Dedupe table (DDT) in memory. Each DDT item takes approximately 170 to 300 bytes, so when the number of
referenced blocks times 300 becomes a large percentage of your main RAM, all disk operations will slow down because
the ZFS must page the lookup tables. The final number of importance is the 3.42G under the referenced LSIZE column
(seventh column). This number is equivalent to the largest file address that Bacula reports in the Job report.
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More on ZFS

Good sources of additional information on using and tuning ZFS can be found at:

http://www.solarisinternals.com/wiki/index.php/ZFS_Best_Practices_Guide
http://www.solarisinternals.com/wiki/index.php/ZFS_Evil_Tuning_Guide
http://www.solarisinternals.com/wiki/index.php/ZFS_Troubleshooting_Guide

http://www.brendangregg.com/Slides/zfsperftools2012.pdf

Creating a ddumbfs

You can use this command to create the ddumbfs filesystem:

mkddumbfs -s 200G -B 128k /d0®/ddumbfs/
and used this in fstab

oparent=/d0/ddumbfs/ /tank fuse.ddumbfs noauto 0 0

Restrictions and Limitations

¢ Aligned Volumes do not permit running multiple concurrent Jobs to the same Volume. So you must add the
following directive to all Aligned volume Device resources in the Storage daemon’s configuration file:

Maximum Concurrent Jobs = 1

Despite the fact that a only a single Job can write to an Aligned Volume at a given time, you may run multiple
simultaneous Aligned backup Jobs by having each Job write to a different Device. The easiest way to set this up
is to use a Bacula Enterprise Virtual Autochanger (see the White Paper on this subject).

Note that multiple Jobs may be written to the same Aligned volume, the only constraint is that they may not use
the volume simultaneously. For example, if you have a nightly backup of a specific client machine, that client
may write to the same Volume on different nights.

* You must take care to define unique Media Types to Aligned Volumes that is different from Media Types for
non-Aligned Volumes.

* If you are using VTL software that is not part of a Bacula Enterprise release, it is unlikely it will work. If the
VTL simulates a tape drive, it definitely will not work. Bacula’s Aligned Volumes work only with Bacula disk
Volumes. If you need a VTL, consider using Bacula’s Virtual Autochanger feature (there is a Bacula Enterprise
White Paper on this topic).
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Global Endpoint Deduplication

Bacula Enterprise offers two versions of the Global Endpoint Deduplication plugin:

Global Endpoint Deduplication

» Executive Summary

* Deduplication

* Dedupengine

* Hardware Requirements
* Installation

e Restrictions and Limitations

* Best Practices

Executive Summary

IT organizations are constantly being challenged to deliver high quality solutions with reduced total cost of ownership.
One of those challenges is the growing amount of data to be backed up, together with limited time to run backup jobs
(backup window). Bacula Enterprise offers several ways to tackle these challenges, one of them being Global Endpoint
Deduplication, which minimizes network transfer and Bacula Volume size using deduplication technology.

This document is intended to provide insight into the considerations and processes required to successfully implement
this backup technique.

Deduplication

Deduplication is a complex subject. Generally speaking, it detects that data being backed up (usually chunks) has
already been stored and rather than making an additional backup copy of the same data, the deduplication software
keeps a pointer referencing the previously stored data (chunk). Detecting that a chunk has already been stored is done
by computing a hash code (also known as signature or fingerprint) of the chunk, and comparing the hash code with
those of chunks already stored.

The picture becomes much more complicated when one considers where the deduplication is done. It can either be
done on the server and/or on the client machines. In addition, most deduplication is done on a block by block basis, with
some deduplication systems permitting variable length blocks and/or blocks that start at arbitrary boundaries (sliding
blocks), rather than on specific alignments.
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Advantages of Deduplication

* Deduplication can significantly reduce the disk space needed to store your data. In good cases, it may reduce
disk space needed by half, and in the best cases, it may reduce disk space needed by a factor of 10 or 20.

* Deduplication can be combined with compression to further reduce the storage space needed. Compression
depends on data type and deduplication depends on the data usage (on the need or the will of the user to keep
multiple copies or versions of the same or similar data). Bacula takes advantage that both techniques work
perfectly together and combines them in it’s Dedupengine.

* Deduplication can significantly reduce the network bandwidth required because both ends can exchange refer-
ences instead of the actual data itself. It works when the destination already has a copy of the original chunks.

» Handling references instead of the data can speed up most of the processing inside the Storage Daemon. For
example, Bacula features like copy/migrate and Virtual Full can be up to 1,000 times faster. See the following
article for more information on this subject.

Cautions About Using Deduplication

Here are a few of the things that you should be aware of before using deduplication techniques.

* To do efficient and fast deduplication, the Storage Daemon will need additional CPU power (to compute hash
codes and do compression), as well as additional RAM (for fast hash code lookups). Bacula Systems can help
you to calculate memory needs.

* For effective performance, the deduplication Index should be stored on SSDs as the index will have many random
accesses and many updates.

* Due the extra complexity of deduplication, performance tuning is more complicated.

* We recommend Index and Containers are stored in xfs or ext4 file systems. But we are also compatible with zfs
file system.

* Deduplication collisions can cause data corruption. This is more likely to happen if the deduplicating system
uses a weak hash code such as MDS5 or Fletcher. The problem of hash code collisions is mitigated in Bacula by
using a strong hash code (SHA512/256).

 Deduplication is not implemented for tape devices. It works only with disk-based backups.

* The immutable flag is not compatible or does not apply to the dedup index or dedup containers.

Aligned Volumes

Bacula Systems’ first step in deduplication technology was to take advantage of underlying deduplicating filesystems
by offering an alternative (additional) Volume format that is aligned on specific chunk boundaries. This permits an
underlying file system that does deduplication to efficiently deduplicate the data. This new Bacula Enterprise Dedupli-
cation Optimized Volume format is often called “Aligned” Volume format. Another way of describing this is that we
have filtered out all the metadata and record headers and put them in the Metadata Volume (same as existing Volume
format) and put only file data that can be easily deduplicated into the Aligned Volume.

Since there are a number of deduplicating file systems available on Linux or Unix systems (ZFS, lessfs, ddumbfs,
SDFS (OpenDedup), LiveDFS, ScaleDFS, NetApp (via NES), Epitome (OpenBSD), Quantum (in their appliance),
..., this Bacula Aligned Volume implementation allows users to choose the deduplication engine they want to use.
More information about Deduplication Optimized Volume Format can be found in Bacula Systems’ DedupVolumes
whitepaper.
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Global Endpoint Deduplication

Bacula Systems’ first data source agnostic deduplication technology is the Global Endpoint Deduplication feature. With
Global Endpoint Deduplication, Bacula will analyze data at the block level, then Bacula will store only new chunks in
the deduplication engine, and use references in standard Bacula volumes to chunks stored in the deduplication engine.
The deduplication can take place at the File Daemon side (saving network and storage resources), and/or at the Storage
Daemon side (saving storage resources).

The remainder of this white paper will discuss only Global Endpoint Deduplication.

How Bacula Global Endpoint Deduplication Works

First, please be aware that you need the dedup-sd.so or the bacula-sd-dedup-driver-x.y.z.so Storage Daecmon
plugin for Global Endpoint Deduplication to work. Please do not forget to define the Plugin Directory in the
Storage Daemon configuration file bacula-sd. conf.

Dedup devices are enabled by specifying the dedup keyword as a DeviceType directive in each disk Device
resource in the bacula-sd.conf where you want to use deduplicated Volumes.

DeviceType = Dedup

You must pay particular attention to define a unique Media Type for devices that are Dedup as well as for each
Virtual Autochanger that uses a different Archive Device directory. If you use the same Media Type for a Dedup
device type as for a normal disk Volume, you run the risk that you will have data corruption on disk Volumes
that are used on Dedup and non-Dedup devices.

When Global Endpoint Deduplication is enabled, the Device will fill in disk volumes with chunk references
instead of the chunks. Bacula encrypted data, and very small files will be stored in the Volumes as usual. The
deduplicated chunks are stored in the “Containers” of the Dedupengine, and are shared by all other dedup-aware
devices in the same Storage Daemon.

We advise to set a limit on the number of Jobs or the usage duration when working with dedup Volumes. In
case you prefer to use Maximum Volume Bytes, please consider that two Catalog fields are considered when
computing the volume size. VolBytes represents the volume size on disk and VolaBytes considers the amount
of non-dedup data stored in the volumes, i.e., the rehydrated data. If the directive Maximum Volume Bytes is
used for a dedup Volume, Bacula will consider both VolBytes and VolaBytes values to check the limits.

Global Endpoint Deduplication During Backup Jobs

When starting a Backup Job, the Storage Daemon will inform the File Daemon that the Device used for the Job
can accept dedup data.

If the FileSet uses the dedup = bothsides option, the File Daemon will compute a strong hash code for each
chunk and send references to the Storage Daemon which will request the original chunk from the File Daemon
if the Dedupengine is unable to resolve the reference.

If the FileSet uses the dedup = storage option, the File Daemon will send data as usual to the Storage Daemon,
and the Storage Daemon will compute hash codes and store chunks in the Dedupengine and the references in the
disk volume.

If the FileSet uses the dedup = none option, the File Daemon will send data as usual to the Storage Daemon,
and the Storage Daemon will store the chunks in the Volume without performing any deduplication functions.

If the File Daemon doesn’t support Global Endpoint Deduplication, the deduplication will be done on the Storage
side if the Device is configured with DeviceType = dedup.

Global Endpoint Deduplication During Restore Jobs
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Fig. 2: Restore Scenario when usingthe directive ‘Enable Client Rehydration’
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e If the directive Enable Client Rehydration is setto “yes” in the File Daemon configuration file, the Storage
Daemon will send references to the File Daemon during a restore. If the directive is set to “no”, the Storage
Daemon will rehydrate all the references and send the chunks to the File Daemon.

* When the File Daemon receives a reference, it will try to rehydrate the data using local data, see section
clientsiderehydration below.

Client Side Rehydration

Attention: Client Side Rehydration is deprecated

Client side rehydration is deprecated and should not be used with Bacula versions greater than 12.0.0. If you run
into one of the specific cases described below for which this feature could be very useful, please contact the Support
Team.

The File Daemon can try to do some rehydration on its own using local data. This feature can increase restore speeds
for systems connected through a slow network and doesn’t consume any resources at backup time.

This feature is activated with a FileDaemon resource directive called Enable Client Rehydration in bacula-fd. conf.

We recommend against using this feature on a client connected through a fast network, because the extra disk accesses
and computation can slow down the speed of the restore jobs.

To take advantage of this feature you must understand how it works. At restore time, the client receives the original
location, the offset and the hash of every chunk to restore. It then looks to see if the original file still exists, opens it
and checks if the chunk at the given offset matches the given hash. If it matches, the File Daemon uses it and does not
download the chunk from the Storage Daemon.

It is obvious that to take advantage of this feature, you must:
* Restore the data to another location.
* Have some piece of the original data in the original location.
This feature can be very helpful to retrieve an old version of the current data.

Notice that this feature doesn’t work for files that are not going into the Deduplication Engine like small files or when
data encryption is used. This also doesn’t work when the data is transformed by Bacula before reaching the Dedupli-
cation Engine. For example, when compression is used or when backing up Windows systems without the portable
= yes option in the FileSet.

Unfortunately there is no evidence of the efficiency of the algorithm in the Job report yet. The only evidence is the
read chunk counter shown by the dedup usage command that is not incremented for chunks found on the Client.

Storage Daemon Deduplication Related Directives

¢ Plugin Directory = <directory-path>

This directive tells the Storage Daemon where to find plugins. The file dedup-sd.so or the
bacula-sd-dedup-driver-x.y.z.so must be present in this directory before starting the Storage Daemon.

* Dedup Directory = <directory-path>
Deduped chunks will be stored in the Dedup Directory. This directory is common for all Dedup devices
configured on a Storage Daemon and should have a large amount of free space. We advise you to use LVM on
Linux Systems to ensure that you can extend the space in this directory. The Dedup Directory directive is
mandatory. We recommend that you do not change this directory afterward, because if you make a mistake, it
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would invalidate all of your backups. If you do change the Dedup Directory directive, the following files
must be moved to the new directory:

- *.blk

¢ Dedup Index Directory = <directory-path>

Indexes will be stored in the Dedup Index Directory. Indexes will have a lot of random update accesses, and
will benefit from fast drives such as SSD drives. By default, the Dedup Index Directory is set to the Dedup
Directory.

As with the Dedup Directory, we recommend against changing the Dedup Index Directory directive. If you
do, the following files and directories must be moved to the new directory:

- *.idx

- *.tch

recovery

recovery.new

The file bee_dde. tch.new is a temporary file used by the optimize part of the vacuum that remain when the
process is interrupted. This file don’t need to be moved.

¢ Maximum Container Size = <size>
No container will be allowed to grow to more than <size> bytes. When this size is reached, a new container
file will be created. The default value is zero, meaning there is no limit. This limit is useful when you store
your containers on a filesystem that limits the size of the file to a pretty low value.

The number of containers is limited to 511, so we recommend to keep this value unlimited or pretty high, at least
1TB. This value may be modified after the initialization of the DedupEngine. If a container is already bigger
than the new limit, then no new data will be written to it, but its size will not be reduced. Other containers will
comply with the new limit.

* Device Type = Dedup

This directive is required to make the Device write Dedup volumes. Once turned on, Bacula will use references
in Volumes and will store data chunks into specific container files.

Once a Device has been defined with a certain Type (such as Dedup, Aligned, File or Tape), it cannot be changed
to another Type. If you do so, the Bacula Storage Daemon will not be able to properly mount volumes that were
created before the change.

# From bacula-sd.conf

Storage {

Name = my-sd

Working Directory = /opt/bacula/working
Pid Directory = /opt/bacula/working
Subsys Directory = /opt/bacula/working

Plugin Directory = /opt/bacula/plugins

Dedup Directory = /mnt/bacula/dedup/containers

Dedup Index Directory = /mnt/SSD/dedup/index # Recommended to be on fast local SSD..
—storage

Maximum Container Size = 4TB # Maximum 511 containers can be created, please adapt to.
—your need

}

Device {
Name = "DedupDisk"

(continues on next page)
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(continued from previous page)

Archive Device = /mnt/bacula/dedup/volumes

Media Type = DedupVolume

Device Type = Dedup # Required
LabelMedia = yes

Random Access = Yes

AutomaticMount = yes

RemovableMedia = no

AlwaysOpen = no

Deduplication Related Director Daemon FileSet Directive

Within the Director, the Global Endpoint Deduplication system is enabled with a FileSet Option directive called Dedup.
Each Include section can have a different behavior depending on your needs.

# Use the default dedup option of 'storage' side deduplication
FileSet {
Name = FS_BASE
Include {
Options {
Dedup = storage
}
File = /opt/bacula/etc
}

# Do not dedup my encrypted data
Include {
Options {
Dedup = none
}
File = /encrypted
}

# Minimize the network transfer by using 'bothsides' dedup option
Include {

Options {

Dedup = bothsides

}

File = /bigdirectory
}

}

The Dedup FileSet option can have the following values:

* storage - All the deduplication work is done on the Storage Daemon side if the device type is dedup. The File
Daemon will send all data to the SD just as it normally would. (Default value)

* none - Disable dedpulication on both the File Daemon and Storage Daemon.
* bothsides - The deduplication work is done on the File Daemon and the Storage Daemon.

About FileSet Compression
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The data stored by the Global Endpoint Deduplication Engine is automatically compressed using the LZ4 algorithm.
Using the FileSet Compression = LZ0|GZIP option might reduce the deduplication efficiency, and compressing the
data twice consumes extra CPU cycles on the client side. Thus we advise that you do not use client-side GZIP or LZO
compression when using a Dedup Device. To prevent such an inefficient configuration, we recommend setting the
Allow Compression directive in a Director Storage resource to No:

# cat bacula-dir.conf

Storage {

Name = Dedup
Allow Compression = No # Disable FileSet Compression

# option automatically
Address = baculasd.lan
Password = xxx
Media Type = DedupMedia

Deduplication Related File Daemon Directive

The Enable Client Rehydration FileDaemon directive is optional and allows Bacula to try to do rehydration using
existing local data, see section clientsiderehydration. The valid values are Yes or No. The default is No.

Starting with 8.2.0, the FileDaemon Dedup Index Directory in bacula-£fd.conf directive is deprecated and re-
placed by Enable Client Rehydration directive.

# cat /opt/bacula/etc/bacula-£fd.conf
FileDaemon {

Enable Client Rehydration = yes

}

Things to Know About Bacula

* You must pay particular attention to define a unique Media Type for devices that are Dedup as well as for each
Virtual Autochanger that uses a different Archive Device directory. If you use the same Media Type for a Dedup
device type as for a normal disk Volume, you run the risk that you will have data corruption on disk Volumes
that are used on Dedup and non-Dedup devices.

* Dedup devices are compatible with Bacula’s Virtual Disk Changers

* We strongly recommend that you not use the Bacula disk-changer script, because it was written only for testing
purposes. Instead of using disk-changer, we recommend using the Virtual Disk Changer feature of Bacula,
for which there is a specific white paper.

* We strongly recommend that you update all File Daemons that are used to write data into Dedup Volumes. It is
not required, but old File Daemons do not support the newer FD to SD protocol, and consequently the Global
Endpoint Deduplication cannot not be done on the FD side.

* The immutable flag is compatible with dedup volumes, see more details in Volume Protection Enhancements
and Volume Protection.
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Deduplication Engine Vacuum

Over time, you will normally delete files from your system, and in doing so, it may happen that there will be chunks
that are stored in dedup containers that are no longer referenced.

In order to reclaim these unused chunks in containers, the administrator needs to schedule a vacuum option of the
dedup command. The vacuum option will analyze dedup volumes and mark any chunks that are not referenced as free,
thus allowing the disk space to be reused. The vacuum command can run while other jobs are running.

* dedup
Dedup Engine choice:

1: Vacuum data files

2: Cancel running vacuum

3: Display data files usage
Select action to perform on Dedup Engine (1-3): 1
The defined Storage resources are:

1: Filel

2: Dedup
Select Storage resource (1-2): 2
Connecting to Storage daemon Dedup at localhost:9103 ...
3000 Found 1 volumes to scan for MediaType=DedupMedia
Ready to read from volume "Voll" on dedup data device "Dedup-Devl" (/mnt/bacula/dedup/
—volumes).
End of Volume at file ® on device "Dedup-Devl" (/mnt/bacula/dedup/volumes), Volume "Voll"
Ready to read from volume "Vol2" on dedup data device "Dedup-Devl" (/mnt/bacula/dedup/
—volumes).
End of Volume at file ® on device "Dedup-Devl" (/mnt/bacula/dedup/volumes), Volume "Vol2"
Ready to read from volume "Vol3" on dedup data device "Dedup-Devl" (/mnt/bacula/dedup/
—volumes).
End of Volume at file ® on device "Dedup-Devl" (/mnt/bacula/dedup/volumes), Volume "Vol3"
End of all volumes.
Vacuum cleaning up index.
Vacuum done.

Deduplication Engine Status

Is it possible to query the Deduplication Engine to get some information and statistics. Note that the current interface is
oriented toward developers and is subject to change. For example, the Stats counters can be reset to estimate the work
done by the engine for one job or for one period of time. Here is an example output of the dedup usage command,
followed by an explanation of each section in the output:

* dedup storage=Dedup usage

Dedupengine status:

DDE: hash_count=1275 ref_count=1276 ref_size=78.09 MB
ref_ratio=1.00 size_ratio=1.13 dde_errors=0

Config: bnum=1179641 bmin=33554393 bmax=335544320 mlock_strategy=1
mlocked=9MB mlock_ max=0MB

Containers: chunk_allocated=3469 chunk_used=1275
disk_space_allocated=101.2 MB disk_space_used=68.87 MB
containers_errors=0

Vacuum: last_run="06-Nov-14 13:28" duration=1s ref_count=1276
ref_size=78.09 MB vacuum_errors=0 orphan_addr=16

(continues on next page)
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(continued from previous page)

Stats: read_chunk=4285 query_hash=7591 new_hash=3469 calc_hash=3470

[1] filesize=40.88KB/499.6KB usage=36/484/524288 7% ***. . ........
[2] filesize=40.13KB/589.0KB usage=18/286/524288 6% **5..........
[3] filesize=25.47KB/655.2KB usage=7/212/524288 3% 4. ...

[64] filesize=4.096KB/4.096KB usage=0/0/524288 0%
[65] filesize=53.25MB/63.90MB usage=800/960/524288 83%

DDE:

Config:

L]

hash_count Number of hashes in the Index.

ref_count Number of references in all the Volumes.

ref_size The total of all rehydrated references in all the volumes. This is the size that would be needed

if deduplication was not in use.
ref_ratio The ratio between ref_count and hash_count.
size_ratio The ratio between ref_size and disk_space_used.

dde_error The number of invalid data found in the Index.

bnum The capacity of the hash table in the Index. This is the number of buckets in the Tokyo Cabinet

hash database.

bmin The minimum size of the hash table in the Index. Bacula will not go below this value when resizing

the Index.

bmax The maximum size of the hash table in the Index. Bacula will not go above this value when resizing

the Index. Zero means no limit.

mlock_strategy This is the strategy to apply to lock only the hash table or the hash table and Index into

memory.
— 0 Do not lock any memory.
— 1 Use at most mlock_max bytes to lock only the hash table of the Index.
— 2 Use at most mlock_max bytes to lock all the Index.

mlocked The current number of bytes locked by the Index.

mlock_max The maximum number of bytes that the Index can lock.

Containers:

[
L]

Vacuum:

chunk_allocated The number of chunks allocated in all containers.
chunk_used The number of chunks that are really in use.
disk_space_allocated The space allocated for all containers.
disk_space_used The space that is really used inside all containers.

containers_error The number of errors related to the containers.

last_run The date of the last vacuum.
duration The time the vacuum took to complete.

ref_count Number of references handled by last vacuum.
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* ref_size The total rehydrated size of all references handled by last vacuum.

¢ vacuum_errors Number of various errors reported during last vacuum. You can get more information in
the trace file.

* orphan_addr Number of distinct addresses found in the volumes but not found in the Index during the last
vacuum. These appear when the Storage Daemon crashes, because the DedupEngine is cleaned up but not
the volumes.

Stats:
» read_chunk How many chunks have been read since the last reset.
* query_hash Number of chunk index queries since the last reset.
* new_hash How many new entries in the chunk index since the last reset.
* calc_hash How many hashes have been calculated since the last reset.

In the DDE section, both ratios give a different view of what is happening inside the dedup engine. While ref_ratio
gives a true value, ref_size tell us how effective the dedup engine is, because we are more concerned about the space
saved. The last one takes into account the LZ4 compression and also any possible disparity between small and big
chunks. For example, if there are a lot of small chunks with a high dedup ratio, ref_ratio will be high, but the space
saved will be small as it concerns only small blocks.

ref_count and ref_size are calculated during a vacuum and are used to reset the counter with the same names in
section DDE. These two counters are then updated by future backups.

Example:

[7] 7k filesize=4.1GB/22.3GB usage=569910/3104523/3145728 \
18% 670030000000000000000000.......... 684**%9

e [7] is the ID of the container. This is the number at the end of the container file which resides in the Dedup
Directory defined in bacula-sd.conf. In this case, “bee_dde0007.blk”

e 7k is the size limit for the chunks inside this container.

e 4.1GB/22.3GB means that the container size (as shown with ’Is -1") is 22.3GB, but only 4.1GB are used in this
container. This means that 18.2GB (22.3GB - 4.1GB) can be written into this container without making it grow.
Notice that ’Is -1’ doesn’t accurately represent the size of a container file when holepunching’ is used because
some of this space can be unallocated (think ’sparse file’). “ls -s”, “stat” and “du” can display the size that is
really used by the container. A command like this gives the size in bytes:

$ echo $(( stat -c "%b*%B" bee\_dde0007.blk ))

* usage=569910/3104523/3145728. The 2 first values are the same as 4.1GB and 22.3GB but are expressed in
number of chunks. The third value is the the size of the bit array holding the map of the container. This array
grows in increments of 64k = 524288 bits every time the current array gets full.

* 18%is the usage of the container, here 18%=569910/3104523

* 670030000000000000000000.......... 684**9 is the map of the container sliced in 40 parts. A “.” means
that the part is empty. “0” means that less 10% of the part is used, and “9” means that the part is used between
90% and 99%. Finally “*” means that the part is fully used.
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Disaster Recovery

Catalog

The Catalog doesn’t contain any reference to the deduplication engine. However, the dedup volumes’ records in the
Catalog are used during the vacuum process. For this reason, you must make sure to have the Catalog properly restored
before starting a dedup vacuum process.

Volumes

If a dedup Volume is in the Catalog but not on disk, a dedup vacuum process will stop and report an error.

Index

The Index is essential for the deduplication engine. In the case of a disaster, contact Bacula Systems Support Team.
Free Space Map (FSM)

The deduplication engine creates a copy (during a commit) of the FSM after every important operation in the recovery
sub-directory. When the deduplication engine is not shut down properly, the last copy is used as a reference by the
recovery procedure to remove any operations that started after the time of the last commit and that could be incomplete.
When the original and the copy of the FSM are lost, it is still possible to rebuild the FSM using references found in
volumes. See section dderecoverytools.

Containers

Containers hold chunks of data. When a container (or part of a container) file is lost, the data is lost and it is not
recoverable by Bacula. Use the deduplication engine recovery tools (dderecoverytools) to identify chunks of data that
are lost and restore the deduplication engine consistency.

Dedupengine

The deduplication engine is the heart of Bacula’s Global Endpoint Deduplication. It has to store, to index and to retrieve
the chunks. All chunks are stored in the Container Area and registered in the Index. The Index is the bottleneck
of the deduplication process because all operations need to access it randomly, and very quickly. Memory caching and
storing the Index on SSD drives will help to maintain good performance.

The Deduplication Index maintains all the hashes of all chunks stored in the Dedup Containers. To get effective per-
formance very fast low latency storage is critical. For large back up data it is best to have the Containers and Dedu-
plication Index on the same hardware server with the Deduplication Index on solid-state drives (SSDs). The faster the
disk performance, the faster and more efficient the deduplication process and the data protection will be. In production
environments it is best to avoid configurations which introduce latency and delays in the storage infrastructure for the
Deduplication Index. It is therefore best to avoid spinning disks, remote access configurations like NFS or CIFS and
virtualized SDs. These can be acceptable for small containers (1-2TB) or to perform tests but will normally not provide
acceptable performance in larger production environments.

Sizing the Index

The size of the index depends on the number of chunks that you want to store in the deduplication engine. An upper
limit would be 1 chunk per file plus 1 chunk per 64K block of data.

data_amount
64K

If all you have is the storage capacity of your Storage Daemon and want to maximize it, you must know the average
compressed size of the chunks you expect to store in Containers. If you don’t know the size, you may use 16K.

number_of_chunks = number_of_files +

storage_capacity

f chunks =
number_of_chunks 16K
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When you know the number of chunks, you can calculate the size of your index.
index_size = 1.3 * number_of_chunk * (8 4+ 70)
The index can be split into two parts: the table and the records.
index_size = table_size + record_size

table_size = 1.3 * number_of_chunk * 8
record_size = 1.3 x number_of chunk * 70

The table part is small and is accessed by all operations. The record part is bigger and is sometimes not used for read
operations.

Table 1: Samples of Index size for chosen Storage sizes
Storage size | Index size | Table part | Record part
1TB 6.3 GB 0.65 GB 5.7GB
10TB 63.3 GB 6.5 GB 56.9 GB

For good performance, you must try to lock the entire Index into memory, if this is not possible due to lack of memory
resources, keeping at least the hash table in memory is highly recommended.

But these are not the only requirements. Bacula needs some extra space on disk and in memory to optimize and resize
the Index. We recommend the following:

¢ Be sure to have 3 times the index_size on an SSD drive for the Index.

* Try to have index_size+table_size of RAM for the Index.

¢ At least be sure to have 2 times the “table_size” of RAM for the Index.
Setting up the Index size

The Index is based on a hash table that by design has a fixed size. A B-Tree structure is used to handle collisions in the
hash table. The size of the table is important. If too small, the table will have to handle overflow that will slowdown
the Index. If too big, the table will consume space and memory uselessly. The table can be resized online and Bacula
takes advantage of the vacuum procedure to optimize the table size when needed. Creating the table at the right size
from the start will ensure good performance from the beginning and avoid a reduction in performance. The user can
define the minimum and maximum sizes of the table. At the end of the vacuum, if the amount of data to delete is large,
or if the size of the table is unbalanced regarding the amount of remaining data, Bacula resizes the table to a size equal
to 1.3 time the number of hashes remaining in the Index. This new size will be adjusted to match the minimum and
maximum values chosen by the user.

bnum_min < table_size x 1.3 < bnum_mazx

The default values for bnum_min is 33,554,432 and O for bnum_max, meaning that their is no limit. These numbers
are the number of chunks that the Index can handle efficiently. A chunk can have a size between 1K to 64K. 16K is a
good mean value. This means that the default index range is well suited for a storage space between 1TB and 10TB.

Keep in mind that the size of the index affects the amount of memory required to lock the index in memory.
Locking the index into memory

The operating system caches data that is used often in memory. Unfortunately the huge amount of data going in and out
of the Storage Daemon usually wipes out the Index data from the system cache. The alternative is to force the system
to map and lock some parts of the Index into memory.

The user has a choice between 3 strategies:
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* 0 nothing is locked into memory
1 try to lock the table part of the Index into memory
2 try to lock the entire Index into memory

Bacula will not allocate more than the maximum value defined by the user (mlock_max) and will check the amount of
memory available to not overload the system.

See how to change these variables in section sectiontuningtheindex.

Commands to Tune the Index

Bacula Enterprise 8.2 added 4 new parameters to tune the Index. These parameters are initialized with default values
when the Dedupengine is created or when Bacula upgrades the Dedupengine from an older version. These parameters
may be modified at any time. They will be saved inside the Dedupengine and will be used during the next vacuum.

The Dedupengine can be tuned by changing some internal variables. To have a good understanding of how the dedu-
plication engine works, be sure to read sections sectionsizingtheindex and sectiontuningtheindex.

e bnum_min The minimum capacity of the hash table in the Index. Bacula will not go below this value when
resizing the Index.

e bnum_max The maximum capacity of the hash table in the Index. Bacula will not go above this value when
resizing the Index. Zero means no limit.

* mlock_strategy This is the strategy to lock the Index into memory. You have the choice between 3 strategies:
— 0 Do not lock any memory.
— 1 Use at most mlock_max bytes to lock only the hash table of the Index into memory. (the default)
— 2 Use at most mlock_max bytes to lock all the Index into memory.

* mlock_max The maximum amount of bytes that may be used to lock the Index into memory. Zero means no
limit. (the default)

Each of these variables may be modified using the dedup command together with the name of the variable. The
previous value is displayed for reference.

*dedup storage=Dedup bnum_min=33554393

3000 dedupsetvar bnum_min previous value was 33554393
*dedup storage=Dedup bnum_max=33554393

3000 dedupsetvar bnum_max previous value was 0

*dedup storage=Dedup mlock_strategy=1

3000 dedupsetvar mlock_strategy previous value was 1ff
*dedup storage=Dedup mlock max=4096MB

3000 dedupsetvar mlock_max previous value was 0

You can review all of these values at once using the dedup usage command. At the top of the output you have the
section Config::

* dedup storage=Dedup usage
Dedupengine status:

Config: bnum=1179641 bmin=33554393 bmax=33554393 mlock_strategy=1
mlocked=9MB mlock_max=0MB
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See the section sectiondedupenginestatus for an explanation of the other variables.

These values will be used during the next vacuum if the Index needs to be optimized. You can force an optimize by
adding the option forceoptimize to the the dedup vacuum command.

* dedup storage=Dedup vacuum forceoptimize

To force the Dedupengine to use a new mlock value without running a dedup vacuum, you may use the dedup tune
indexmemory command.

* dedup storage=Dedup tune indexmemory

Punching holes in containers

Some Linux filesystems like XFS and EXT4 have the ability to punch a hole into files. A portion of the file can
be marked as unwanted and the associated storage released. Of course when a process writes into such a hole, the
filesystem allocates space to this area.

Because the use of this technique can increase fragmentation of the filesystem and contribute to slower performance, it
is recommended to avoid it when not needed, even though Bacula does its best to use it in a way that will not significantly
impact performance.

The hole punching can happen in two places in the DDE:
1. detect and release large unused areas in containers,
2. prevent the allocation of chunks in these holes and prefer areas that are too small to be converted into holes.

Both of these processes are independent. As soon as you set up a hole_size, the DDE tries to allocate space outside
of areas that are good candidates for hole creation, even if no holes have been created before.

Theory: creating holes

Because these holes can be reused by any container or file on the filesystem, this approach contributes to its fragmen-
tation. That is why you must keep the size of these holes large enough to not reduce the performance of the filesystem.
It as been shown that reading or writing random blocks of 4MB is done at a speed similar to sequential reads or writes.
That is why we recommend setting the hole_size to 4MB. Smaller values can increase the work for the filesystem
to manage all these small holes, reduce the performance, and make filesystem recovery processes (fsck) take longer.
Using a higher value would reduce the probability to find such an unused amount of space inside the containers.

The DDE doesn’t store the holes that it has created and doesn’t use the information stored in the filesystem itself. The
DDE creates the holes on top of the previous ones, and the filesystem ignores the requests for areas that are already
holes.

The holes are aligned on the hole_size boundaries that we call extents. Remember that containers handle chunks of
different sizes, and their sizes are not necessarily powers of 2, so they can span extents. Spanning chunks have weird
consequences on the holes:

1. A single used chunk spanning two extents will prevent the conversion of these 2 extents into holes.

2. A hole that has free spanning chunks at one or both ends holds more space than the space that has been given
back to the filesystem.

Theory: smart allocating in between holes

As previously stated, if an unused area is big enough, only the part that is aligned on the hole_size boundaries will
be converted into a hole. This allows some space around these holes that is still allocated by the filesystem and can
be used without “consuming” any new space. The DDE will chose to allocate new chunks in these spaces first, even if
these areas have not been converted into holes yet because the DDE relies on existing free space and not on holes that
have been created in the past.
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When all space between holes has been allocated, the system goes back to the sequential allocation strategy and uses
space in existing holes and finally allocates space at the end of the file.

Commands to create and manage holes

Add the holepunching option to the vacuum command to create the holes at the end of the vacuum procedure. The
command in bconsole is:

* dedup vacuum holepunching storage=<DeviceName>

The first time you use the holepunching option, the DDE sets the hole size to 4194304 (4MB). The size is stored in the
hole_size variable and can be modified or initialized before the first use. The option forceoptimize can be used
together with the holepunching option without restriction. The time required to identify and create holes should not
require more than 10s per TB.

You can change the hole_size to any value that is a power of 2 bigger than 1 MB. There is no upper limit, but values
above 32MB are probably excessive. To change the hole_size, use the command:

* dedup storage=<DeviceName> hole_size=<Size_in_Byte>

For example you can chose a smaller value with the aim of releasing more space.

*dedup storage=Dedup hole_size=1048576
3000 dedupsetvar hole_size previous value was 4194304

This new value will be used the next time the vacuum is run with the holepunching option. However, this value will be
immediately used by the allocation process to avoid using free space that could be released by the next holepunching
procedure.

You can disable smart allocation by setting the value to zero. Notice that this value will set the default value to 4MB
the next time you use the holepunching option in the vacuum command.

*dedup storage=Dedup hole_size=0
3000 dedupsetvar hole_size previous value was 4194304

You can review this value using the dedup usage command. At the top of the output you have the section Hole::

* dedup storage=Dedup usage
Dedupengine status:

HolePunching: hole_size=1024 KB

Quiesce and Unquiesce

It is possible to quiesce the dedupengine to safely copy its data without shutting down the DDE. The commands
quiesce and unquiesce allow to freeze and unfreeze the DDE.

* dedup storage=Dedup quiesce
3900 quiesce successful

* dedup storage=Dedup unquiesce
3900 unquiesce successful

Note: This functionality is available as of version 10.2.

Copyright © 2024 Bacula Systems. All trademarks are the property of their respective owners. 27




When the quiesce command is run, all running backups and restores are suspended. If a scrub is running, it is
paused. If a vacuum is running, the quiesce waits for the end of the vacuum before returning. When the DDE is frozen,
you can backup or copy all the data related to the DDE. The data are in a crash-consistent state, this means that after a
recovery, the data will be consistent. When the unquiesce command is run, all the backups and restores resume from
the point where they had previously stopped. A scrub continues from where it was interrupted.

Detect, Report and Repair Dedupengine Inconsistencies

The dedup vacuum command provides three options: checkindex, checkmiss and checkvolume to detect, report
and possibly repair inconsistencies in the DDE. checkindex can be used with the two others. When checkmiss and
checkvolume are used together, checkmiss is ignored.

The checkindex and checkvolume options use a temporary file chunkdb. tch that stores the hash for every suspi-
cious chunk to save multiple computations.

The three options will log information to the trace file.
checkindex option of the vacuum command

The option checkindex checks the consistency of the Index with itself and the coherence between the Index and the
FSM. When multiple entries in the Index address the same chunk in one container (an address collision), the procedure
reads the chunk, calculates the hash and deletes all invalid entries from the index. This procedure is executed before
reading the volumes, and it iterates through the index twice: Once to detect collisions, and one more time to delete all
invalid entries.

The checkindex option displays some statistics in the trace file:

cleanup_index_addr_duplicate unset2miss=0

cleanup index Phase 1 cnt=703783 badaddr=0 suspect=0 unset=0 2miss=0 miss=0
(count=703784 err=0 2miss_err_cnt=0)

cleanup index Phase 2 cnt=703783 2miss=0 (count=703784 err=0 2miss_err=0)

e cnt: the number of data entries in the Index.

* badaddr: the number of entries in the Index with a fanciful address that don’t match any container or any chunk
inside a container.

¢ suspect: the number of colliding addresses that must be checked.

* unset: the number of addresses that were unexpectedly marked as free in the FSM and that have been temporary
marked as used until the vacuum determines if the entry is needed or not.

e 2miss: the number of new missing entries.

e miss: the number of entries that are missing, meaning that there is no matching chunk in the containers. This
includes the newly created entries.

e count: the number of entries including the meta data (cnt + 1)

* err: a counter for uncommon errors.

e 2miss_err: the number of errors when creating or converting an erroneous entry into a missing one.
A Scrub process always starts a checkindex as its final action.
checkmiss and checkvolume options of the vacaum command

The option checkvolume is deprecated since the availability of the Scrub process. In future releases the checkvolume
option will be silently replaced by the option checkmiss.
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These options search the Index for every reference found in the volumes. This can significantly increase the time of the
vacuum if the Index doesn’t fit into memory. Be sure to check that using the command dedup storage=Dedup tune
indexmemory.

The option checkmiss simply creates dummy entries when a reference in not found in the Index. This entry indicates
that the chunk is missing and could be resolved by future backups or by a Scrub. This option is less resource intensive
than the checkvolume because it doesn’t access the containers.

The option checkvolume checks the consistency of the Index with every reference found in the volumes. If the hash of
the reference is not found in the Index or doesn’t match the address, then the chunks at the given addresses are read, the
hashes are calculated and the Index is fixed when appropriate. Incorrect entries are converted into missing to indicate
that some chunks are missing. This option no longer uses the file orphanaddr.bin. This file is now deleted after a
successful vacuum.

Every mismatch is logged in the checkvolume trace file with the coordinate of the file that holds the reference. Only one
line is logged per file and per type of mismatch, others are counted in the statistics. Tools that can use this information
to exclude the faulty file during a restore (for example) will come later.

The lines in the trace file look like this:

bacula-sd: dedupengine.c:4151 VacuumBadRef FixedIndex FI=1 SessId=1
SessTime=1479138666 : ref(#55fd99e7 addr=0x0016000000000001 size=22254)
idx_addr=0x0038000000000001

Every related line holds the keyword “VacuumBadRef” followed by one second keyword, see below for the details:

e RefTooSmall: The record in the volume that holds the reference is too small to hold a reference and is then
unusable and not processed further.

* BadAddr: The address in the reference looks fanciful and is ignored. The record in the volume may be corrupted.

» FixedIndex: One reference has been verified and used to fix the Index. Maybe the Index had no entry for the
hash of this reference or had a different address.

e OrphanRef: The hash related to this reference doesn’t match the related chunk or the one given by the Index if
any. This reference is an orphan. The file that holds this reference cannot be fully recovered.

e RecoverableRef: The hash related to this reference doesn’t match the related chunk, but the Index has a dif-
ferent address that does match the chunk. Then the file can be restored using “dedup storage=XXXXX rehy-
dra_check_hash=1" during the time of the restore. The address is written in file orphanaddr.bin

The other fields on the line depend on the type:
e FI, SessId and SessTime are the coordinates of the file as written in the Catalog.
e fields inside ref() are related to the reference.

At the end, Bacula displays some statistics in the trace file:

Vacuum: idxfix=0 2miss=0 orphan=0 recoverable=0
Vacuum: idxupd_err=0 chunk_read=0 chunk_read_err=0 chunkdb_err=0

e idxfix: The number of entries fixed in the Index. See FixedIndex above.

e orphan: The number of orphan chunks. See OrphanRef above.

* recoverable: The number of recoverable chunks. See RecoverableRef above.

e idxfix_err: The number of errors while trying to fix the entries.

e chunk_read: The number of chunks that have been read from disk to verify the hash.

e chunk_read_err: The number of errors while reading the chunks.
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e chunkdb_err: The number of errors while updating the cache that stores the hashes of the block that have been
read.

The last three counters are also updated by the “checkindex” option.
Self Healing

It is possible to enable an option to store all chunks of data to the Deduplication Engine even if the chunks are already
stored.

dedup storage=Dedup self_healing=1
Container Scrubbing

The Scrub process reads every chunk in every container and compares them with the Index. If an inconsistency is
found, the Index is corrected automatically.

Since the container files can be very large, the Scrub process can take days to read everything within them. Bacula
jobs (backup, restore, verify, migration, copy, ...) can run while the Scrub process is running. A vacuum process
automatically pauses the Scrub process for the duration of the vacuum.

It is recommended to run the Scrub on a regular basis. To minimize the impact of the Scrub process during your backup
window, it is possible to control the speed or suspend and resume the process with a bconsole command. This may be
done manually, or scripted as part of a cron job:

$ cat /etc/cron.d/bacula-scrub
BCONS=/opt/bacula/bin/bconsole
LOG=/opt/bacula/working/scrub.log

#1 H DOM M DOW USER CMD
01 18 * * * Dbacula echo "dedup scrub suspend storage=Dedup" | $BCONS > $LOG
01 8 * * * Dbacula echo "dedup scrub resume storage=Dedup" | $BCONS > $LOG

# a softer solution limiting then bandwith
#01 18 * * * bacula echo "dedup scrub_bwlimit=10mb/s storage=Dedup" | $BCONS > $LOG
#0901 8 * * * bacula echo "dedup scrub_bwlimit=0 storage=Dedup" | $BCONS > $LOG

To limit the speed of the Scrub process, you can set the DedupScrubMaximumBandwidth directive on the Storage
resource in the bacula-sd. conf file. The default maximum bandwidth value is 5S0MB/s. This is the total amount that
the scrub can use, all the workers, and this amount will not be available for backup jobs.

Storage {
Name

DedupScrubMaximumBandwidth = 20MB/s
}

This value may be adjusted manually with a bconsole command:

* dedup scrub_bwlimit=10mb/s

Scrubbing is more effective after a “dedup vacuum checkmiss”. The checkmiss option forces the vacuum to create
dummy entries in the Index for every orphan reference found in the volumes. The Scrub process will resolve these
dummy entries when it finds a matching chunk. When the Scrub doesn’t find any related entry in the Index, the chunk
is marked as free. The checkvolume option of the vacuum command also creates dummy entries. See the differences
in the vacuum section.
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$ cat /opt/bacula/scripts/dedup-scrub
#!/bin/sh

SD=Dedup1
LOG=/opt/bacula/working/scrub.log
PATH=$PATH: /opt/bacula/bin

exec 1>> $LOG
exec 2>> $LOG

date

echo "dedup vacuum checkmiss storage=$SD" | bconsole
echo "dedup scrub run storage=$SD" | bconsole

date

Scrubbing can be done by multiple threads, each of them handling one container at a time and should be able to reach a
throughput up to 400MB/s per CPU core (limited by the SHA512/256 calculation). The Scrub saves it’s state at regular
intervals and can restart from where it has been interrupted. The Scrub process doesn’t restart automatically after a
restart or a reboot.

The Scrub starts handling the containers that are largest to efficiently balance the work between the threads.

At the end, the Scrub process does a checkindex to check the coherence between the Index and the FSM and to detect
if an address is used twice or if an entry refers to an empty chunk.

The Scrub process can be controlled from bconsole via the dedup command:

*dedup
Dedup Engine choice:
1: Vacuum data files
2: Cancel running vacuum
3: Display data files usage
4: Scrub data files options
Select action to perform on Dedup Engine (1-4): 4
Dedup Engine Scrub Process choice:
1: Run Scrub
2: Stop Scrub
3: Suspend Scrub
4: Resume Scrub
5: Status Scrub
Select Scrub action to perform on Dedup Engine (1-5):

It is possible to run every Scrub sub-command from the command line:

* dedup scrub run storage=Dedup
* dedup scrub run worker=3 storage=Dedup
* dedup scrub run reset storage=Dedup

The “dedup scrub run” command starts the Scrub process. If the Scrub has been interrupted by a crash or a restart
of the daemon, the Scrub process will continue from its last saved point. Notice that the Scrub process doesn’t continue
automatically after a restart or a reboot. The “worker” option controls the number of threads, the default is one. The
“reset” option forces the Scrub to ignore its last saved point and restart from the beginning.

Other Scrub commands available:
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* dedup scrub wait storage=Dedup

* dedup scrub stop storage=Dedup

* dedup scrub suspend storage=Dedup
* dedup scrub resume storage=Dedup

¢ wait. Wait until the end of the Scrub process.

e stop. Stop any running threads of the Scrub process.
 suspend. Suspend all the threads of the Scrub process.
* resume. Resume all the threads of the Scrub process.

“suspend” and “resume” do not modify the options given to the “run” command. “stop” stops the threads and allows
a restart of the Scrub process using the “run” command and a different number of threads for example.

Finally you can get the status of last Scrub that has been started.

* dedup scrub status storage=Dedup

Scrubber: last_run="10-Aug-2017 12:05:38" started=1 suspended=0 paused=0 quit=0
p0s=1225639597 pos=8% bw=44957018/50000000

* dedup scrub wait storage=Dedup

* dedup scrub status storage=Dedup

Scrubber: last_run="10-Aug-2017 12:05:38" started=0 suspended=0 paused=0 quit=1
po0s=14453933383 pos=100% bw=3269270/50000000

The “status” sub-command tells you if the Scrub process is running, if it has been suspended by the user or paused
by the vacuum, the absolute position that is the total of all the bytes that have been read for all the containers, the
relative position in percent and also the disk bandwidth in bytes/s compared with what has been allowed by the variable
“scrub_bwlimit”. The position is updated every 10 seconds.

Some useful information is logged to the trace file. The “status” sub-command, displays the status of the Scrub
process for each container:

Scrub status [66] size=327677663 scrub_pos=-1 scrub_start=1502366453
Scrub status [67] size=327677780 scrub_pos=43670 scrub_start=1502367337
Scrub status [68] size=327679152 scrub_pos=0 scrub_start=0

Scrub status read_err=0 fix_err=0 feed=0
Scrub status fix miss=0 wrong=0 false_set=0 false_unset=0

Here, the Scrub process for container [66] is finished, container [67] is being processed and the Scrub process for
container [68] is still pending.

The position is in bytes, and must be compared to the size of the container on the left - also in bytes. The “scrub_start”
is the epoch when the Scrub started handling the container. The counters at the end of the output show the current
general statistics:

* read_err is the number of chunks that were unreadable from the disk, or corrupted and finally ignored. As
Holes are not yet skipped by the Scrub process, chunks in these areas will increment this counter.

e fix_err is the number of errors encountered when trying to fix an existing error
» feed is used internally and only relevant to our developers. It should always be 0.
* miss is the number of entries in the Index that were missing and have been resolved by the Scrub process.

* wrong is the number of entries in the Index that were pointing to the wrong chunk and that have been fixed by
the Scrub process.
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» false_set is the number of chunks that were incorrectly marked as used, but were not required by the Index
and were then marked as free.

» false_unset is the number of chunks that were incorrectly marked as free, but required by the Index and were
then marked as used.

When the Scrub process finishes a container, it logs the statistics for this container in the trace file:

ScrubContainer [106] end pos=-1 fatal=0 read_err=0 fix_err=0 feed=0
ScrubContainer [106] fix miss=0 wrong=0 false_set=0 false_unset=0

At the end, the Scrub process performs a cleanup identical to the cleanup done by the vacuum “checkindex” command
and finally displays consolidated statistics for all of the containers.

cleanup_index_addr_duplicate unset2miss=1

cleanup index Phase 1 cnt=2362298 badaddr=0 suspect=0 unset=0 2miss=0 miss=0.
— (count=2362299 err=0 2miss_err=0)

cleanup index Phase 2 cnt=2362298 2miss=0 (count=2362299 err=0 2miss_err=0)
Scrubber index cleanup chunk_read=0 chunk_read_err=0 chunkdb_err=0
ScrubContainer END read_err=0 fix_err=0 feed=0 cleanup=0K

ScrubContainer FIX miss=0 wrong=0 false_set=0 false_unset=0

Hardware Requirements
CPU

Bacula’s Global Endpoint Deduplication consumes CPU resources on both File Daemon and Storage Daemon. The
table below shows operations done by both daemons depending on the deduplication mode.

Note that the Storage Daemon has to re-calculate hashes of the chunks sent by the File Daemon to ensure the validity
of the data added to the Dedupengine.

Table 2: Operations done by each daemon

Dedup=none | Dedup=storage Dedup=bothside
Client - - hash + compress
Storage | — hash + compress + DDE | decompress + hash + DDE

On recent Intel processors, compression and hash calculations each require about 1GHz of CPU power per 100MB/sec
(1Gbps). Decompression requires only 0.25GHz for the same throughput. The Dedupengine depends more on IOPs
rather than on CPU power (about 0.1GHz per 100MB/sec). Both daemons must also handle network and disks (around
1GHz per 100MB/sec).

The rules of thumb might be to dedicate 3GHz per 100MB/s for the File Daemon or the Storage Daemon when doing
deduplication.

Table 3: CPU requirements (Intel based)

100MB/sec (Gbps) | 400MB/sec (4Gbps) | 1000MB/s (10Gbps)
Client or storage | 3GHz 12GHz 30GHz

Add about 50% more GHz for latest generation of AMD processors.

Copyright © 2024 Bacula Systems. All trademarks are the property of their respective owners. 33




Memory

The File Daemon requires additional RAM to do bothsides deduplication because it has to keep the chunks in memory
until the Storage Daemon sends a command to send or to drop a chunk of data. The extra memory required is about
4MB per running job.

The Storage Daemon also requires about 4MB of memory for every running job. The Dedupengine also needs more
of memory for efficient lookups in the index file, see section sectiondedupengine

Disks

On the File Daemon, the directive Enable Client Rehydration = yes can generate some extra reads during the
restore process and increase the disk load and possibly slow down the job.

On the Storage Daemon, chunks are stored randomly in Containers, and the disk systems might have to do significantly
more random I/O during backup and restore. Note that migration/copy and virtual full Jobs do not need to rehydrate
data if the destination device supports deduplication. Chunks are stored in 65 or more container files in the Dedup
Directory. All Volumes use references to those container files. This means that your system must be configured to
manage disk space and extend disk space if necessary. We advise you to use LVM, ZFS, or BTRFS.

For effective performance, it is strongly recommended to store the deduplication engine Index on dedicated solid state
storage, NVMe or SSDs. Please see section sectiondedupengine. It is not recommended to store deduplication engine
containers on the same file systems the Catalog database resides on.

The index file used to associate SHAS512/256 digests with data chunk addresses will be constantly accessed and updated
for each chunk backed up. Using solid state storage for the index file will give better performance. The number of I/O
operations per second that can be achieved will limit the global performance of the deduplication engine. For example,
if your disk system can do 10,000 operations per second, it means that your Storage Daemon will be able to write
between 5,000 and 10,000 blocks per second to your data disks. (310 MB/sec to 620 MB/sec with 64 KB block size,
5 MB/sec to 10 MB/sec with 1 KB block size). The index is shared between all concurrent Jobs.

To ensure thatfile systems required for containers, index, and volumes are mounted before the Storage Daemon starts,
you can edit the bacula-sd.service unit file

# systemctl edit bacula-sd.service

This will create the file /etc/systemd/system/bacula-sd.service.d/override.conf to add bacula-sd.
service customized settings. Please add the following line to the file and save it:

RequiresMountsFor=/bacula/dedup/index /bacula/dedup/containers /bacula/dedup/volumes

Of course, paths may need to be adjusted per your actual configuration.

Installation

The recommended way to install deduplication plugin is using BIM, where the deduplication plugin installation can
happen alongside the installation of Storage Daemon, at the point of choosing the plugin.
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Linux

To install deduplication plugin for Linux, visit Linux: Install Storage Daemon and, in step 5, choose the dedup plugin.
If you have already installed SD, run the installation again and choose the dedup plugin.

Important: While going through the installation steps again, your configuration file will not be overwritten.

Restrictions and Limitations

* You must take care to define unique Media Types for Dedup Volumes that are different from Media Types for
non-Dedup Volumes.

* The “hole punching” feature is available on Linux systems with kernel 2.6.37 and later. The function was also
backported by Redhat to their 2.6.32 kernel (on Redhat 6.7). The feature is not available on FreeBSD or Solaris
OSes.

* Some files are not good candidates for deduplication. For example, a mail server using maildir format will have
a lot of small files, and even if one email was sent to multiple users, SMTP headers will probably interfere with
the deduplication process. Small files will tend to enlarge your chunk index file resulting in a poor dedup ratio.
A good dedup ratio of 20 for a file of 1024 bytes will save only 19 KB of storage, so much less gain than with a
file of 64 KB with a poor dedup ratio of 2.

¢ Dedup Volumes cannot just be copied for offsite storage. Dedup Volumes should stay where the deduplication
engine is running. In order to do offsite copies, it is recommended to run a Copy Job using a second Dedup
Storage Daemon for example, or to create rehydrated volumes with a Copy/Migration/Virtual Full job using
a regular disk Device. The VirtualFull support was added in version 8.0.7. The Storage Daemon to Storage
Daemon Copy/Migration process with deduplication protocol was added in version 8.2.0.

* A Virtual Full between two Storage Daemons is currently not supported.

* Data spooling cannot be used with deduplication. Since versions 8.2.12 and 8.4.10, data spooling is automatically
disabled whenever a device resource is configured with Device Type = Dedup.

* All Bacula Enterprise File Daemons (including Linux, FreeBSD, Solaris, Windows, ...) support the Global
Endpoint Deduplication. The Community Bacula File Daemon supports only the Global Endpoint Dedupli-
cation in dedup=storage mode. The list of the platforms supported by Bacula Enterprise is available on
www.baculasystems.com.

* We strongly recommend that you update all File Daemons that are used to write data into Dedup Volumes. It is
not required, but old File Daemons do not support the newer FD to SD protocol, and consequently the Global
Endpoint Deduplication will done only on the Storage daemon side.

Best Practices
RAID

If you plan to use RAID for performance and redundancy, please note that read and write performances are essential for
the deduplication engine. The Index is highly accessed for reading and for writing during backup jobs run and during
the maintenance tasks required by the deduplication plugin. Also, the forceoptimize process that rebuilds the Index
strongly depends on the read and write performance of the disk infrastructure.

Some RAID solutions don’t fit the deduplication engine read and write performance requirements. RAID 10 is rec-
ommended for both the dedup index and dedup containers as it provides both redundancy of performance better than
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RAID_1. Please note that many RAID solutions have better performance than RAID_S5, thus RAID_S5 should be avoided
if possible.

ZFS

If you plan to use ZFS file system to store the dedup index, it is important to guarantee that you have enough memory
and CPU resources in the Storage Daemon server to have both the deduplication plugin and ZFS in good condition.

The Global Endpoint Deduplication plugin does both deduplication and chunk compression. This means there is no
need to enable deduplication or compression in the zfs pool that will be used to store containers. In fact, it is not
recommended to have them enabled as it may cause slow performance and there will be no gain in space savings.

Aligned disk acess is a key factor when using ZFS. ZFS is able to detect the sector size of the drive, but disks can report
the emulated value instead. As we recommend solid state storage for the dedup Index, performance can be improved if
the ashift property is explicitly set to match the sector size of the underlying storage, which will often be 4096_bytes.

The disk block size is defined by the ashift value, but as ZFS stores data in records, there is another parameter that
determines the individual dataset to be written in the ZFS pool, this is the recordsize ZFS pool parameter.

Thus another important ZFS pool setting to consider is the recordsize value. It defaults to 128K in recent ZFS
versions. This value should be adjusted to match the typical I/O operations. For the ZFS pool used by the dedup
Index, it was reported that setting the recordsize to 8K increased the vacuum performance. In addition, setting the
ZFS kernel zfs_vdev_aggregation_limit_non_rotating parameter to the same value as recordsize highly
improved performance.

Please note these values are recommended for most SSD disks, but they may vary depending on the SSD model. For
example, 16K could fit some SSD models and give a better performance. We recommend to perform I/O benchmark
using different settings before the deduplication engine is setup in production.

Regarding the use of ZFS to store dedup containers, as it is not possible to preview the typical dataset because some
containers can be much more used than others, it is more probable that a recordsize value of 64K or even the 128K
default value are sufficient to have a good performance. However, it is important to not allow container files to grow
too much and limit the size of containers files to 3TB or 4TB.

Maximum Container Size

For better performance, it is strongly recommended to not allow container files to grow indefinitely even if the under-
lying file system supports very big files. This can be accomplished by setting the “Maximum Container Size” directive
in the Storage resource in the Storage Daemon configuration file. It is recommended to set this directive to a value
between 1 TB and 4 TB.

This setting is also recommended because container files cannot be shrunk. Once they grow, it is not possible to have
these files reduced in size. The holepunching process will not reduce the container file sizes by shrinking them.

Vacuum and Scrub

It is strongly recommended to keep the deduplication engine healthy by regularly performing the maintenance tasks
triggered by the vacuum and scrub processes.

Please make sure to regularly run, in all deduplication engines in your environment, the following tasks: daily pruning
and truncation of volumes, a simple vacuum daily (it can be run weekly when not too many new chunks are added to
the deduplication engine), a dedup vacuum checkindex checkmisss monthly and the scrub process preferably outside
of the backup time windows.

These maintenance tasks can be scheduled in an Admin Job and they will help to clean both the deduplication engine
index and containers, marking unused entries in the index and chunks in containers, thus allowing capacity reuse. They
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will also contribute to avoid invalid index entries to be used by backup jobs in case of any problems with the server
hosting the deduplication engine.

Holepunching

The holepunching process allows you to mark unused chunks in container files as free after a successful vacuum is
run. This process will punch a hole in the file and it is required that the underlying file system support holes. We do
recommend to use file systems that support hole punching, such as xfs and ext4.

It is important to note that the released amount of space will depend on the I/O block size of the underlying file system.
This means that, if you have a file system configured with block size of 4 MB, only entire blocks of 4 MB will be
released to the system to be used by either container files or other files in the file system.

This is the version available to our customers for a few years.
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Executive Summary

IT organizations are constantly being challenged to deliver high quality solutions with reduced total cost of ownership.
One of those challenges is the growing amount of data to be backed up, together with limited time to run backup jobs
(backup window). Bacula Enterprise offers several ways to tackle these challenges, one of them being Global Endpoint
Deduplication 2, which minimizes the network transfer and Bacula Volume size using deduplication technology.

This document is intended to provide insight into the considerations and processes required to successfully implement
this innovative backup technique.

Deduplication

Deduplication is a complex subject. Generally speaking, it detects that data being backed up (usually chunks) has
already been stored and rather than making an additional backup copy of the same data, the deduplication software
keeps a pointer referencing the previously stored data (chunk). Detecting that a chunk has already been stored is done
by computing a hash code (also known as signature or fingerprint) of the chunk, and comparing the hash code with
those of chunks already stored.

The picture becomes much more complicated when one considers where the deduplication is done. It can either be
done on the server and/or on the client machines. In addition, most deduplication is done on a block by block basis, with
some deduplication systems permitting variable length blocks and/or blocks that start at arbitrary boundaries (sliding
blocks), rather than on specific alignments.
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Advantages of Deduplication

Deduplication can significantly reduce the disk space needed to store your data. In good cases, it may reduce
disk space needed by half, and in the best cases, it may reduce disk space needed by a factor of 10 or 20.

Deduplication is combined with compression to further reduce the storage space needed. Compression depends
on data type and deduplication depends on the data usage (on the need or the will of the user to keep multiple
copies or versions of the same or similar data). Bacula takes advantage that both techniques work perfectly
together and combines them in it’s original Dedup Engine.

Deduplication can significantly reduce the network bandwidth required because both ends can exchange refer-
ences instead of the actual data itself. It works when the destination already has a copy of the original chunks.

Handling references instead of the data can speed up most of the processing inside the Storage Daemon. For
example, Bacula features like copy/migrate and Virtual Full can be up to 1,000 times faster. See the following
article for more information on this subject.

Cautions About Using Deduplication

Here are a few of the things that you should be aware of before using deduplication techniques.

To do efficient and fast deduplication, the Storage Daemon will need additional CPU power (to compute hash
codes and do compression), as well as additional RAM (for fast hash code lookups). Bacula Systems can help
you to calculate memory needs.

For effective performance, the deduplication Index should be stored on SSDs as the index will have many random
accesses and many updates.

Due the extra complexity of deduplication, performance tuning is more complicated.

We recommend Index and Containers are stored in xfs or ext4 file systems. But we are also familiar with the zfs
file system.

Deduplication collisions can cause data corruption. This is more likely to happen if the deduplicating system
uses a weak hash code such as MDS5 or Fletcher. The problem of hash code collisions is mitigated in Bacula by
using a strong hash code (SHA512/256).

Deduplication is not implemented on tape devices. It works only with disk-based backups.

Deduplication 2 is compatible with cloud based infrastructure taking into consideration the virtual hardware
specification required.

The immutable flag is not compatible or does not apply to the dedup index or dedup containers.

Global Endpoint Deduplication

Bacula Systems’ latest step in deduplication technology is to offer the Global Endpoint Deduplication feature. With
Global Endpoint Deduplication, Bacula will analyze data at the block level, then Bacula will store only new chunks in
the deduplication engine, and use references in standard Bacula volumes to chunks stored in the deduplication engine.
The deduplication can take place at the File Daemon side (saving network and storage resources), and/or at the Storage
Daemon side (saving storage resources).

The remainder of this white paper will discuss only Global Endpoint Deduplication.
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How Bacula Global Endpoint Deduplication Works

* First, be aware that you need the Dedup bacula-sd-dedup-driver-x.y.z.so Storage Daemon plugin for Global End-
point Deduplication to work. This plugin holds both Legacy and Dedup?2 drivers.

* Dedup2 includes new directives that allows to have both Legacy and Dedup2 engine types in the same Storage
Daemon. The goal of these new directives is to support multiple Dedup Engine in the same Storage Daemon.
This will allow to handle smooth migration between two Dedup of different generations. To accomplish that,
you must modify your current dedup engine to use the new directives and setting “Driver=Legacy”.

* Dedup devices are enabled by specifying the Dedup keyword as a DeviceType directive in each disk Device
resource in the bacula-sd.conf where you want to use deduplicated Volumes. If you have multiple Dedud Engine
you must also specify the name that you have defined in the Dedup Engine.

Device {
Name = DiskDedup_Dev®

Device Type = Dedup
Dedupengine = Dedupengine_name_with_dedup2

3

* You must pay particular attention to define a unique Media Type for devices that are Dedup as well as for each
Virtual Autochanger that uses a different Archive Device directory. If you use the same Media Type for a Dedup
device type as for a normal disk Volume, you run the risk that you will have data corruption on disk Volumes
that are used on Dedup and non-Dedup devices.

e When Global Endpoint Deduplication is enabled, the Device will fill in disk volumes with chunk references
instead of the chunks. Bacula encrypted data, and very small files will be stored in the Volumes as usual. The
deduplicated chunks are stored in the “Containers” of the Dedupengine, and are shared by all other dedup-aware
devices (related to the same Dedup LegacyDedupEngine) in the same Storage Daemon.

* We advise to set a limit on the number of Jobs or the usage duration when working with dedup Volumes. In case
you prefer to use Maximum Volume Bytes, consider that two Catalog fields are considered when computing the
volume size. VolBytes represents the volume size on disk and VolaBytes considers the amount of non-dedup
data stored in the volumes, i.e., the rehydrated data. If the directive Maximum Volume Bytes is used for a dedup
Volume, Bacula will consider both VolBytes and VolaBytes values to check the limits.

Global Endpoint Deduplication During Backup Jobs

e When starting a Backup Job, the Storage Daemon will inform the File Daemon that the Device used for the Job
can accept dedup data.

* If the FileSet uses the dedup = bothsides option, the File Daemon will compute a strong hash code for each
chunk and send references including these hashes to the Storage Daemon which will request the original chunks
from the File Daemon for any of them that the Dedupengine is unable to resolve.

* Ifthe FileSet uses the dedup = storage option, the File Daemon will send data as usual to the Storage Daemon,
and the Storage Daemon will compute hash codes and store chunks in the Dedupengine and the references in the
disk volume.

« If the FileSet uses the dedup = none option, the File Daemon will send data as usual to the Storage Daemon,
and the Storage Daemon will store the chunks in the Volume without performing any deduplication functions.

¢ If the File Daemon doesn’t support Global Endpoint Deduplication, the deduplication will be done on the Storage
side if the Device is configured with DeviceType = dedup.
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Fig. 3: Backup Scenario with bothsides deduplication

New Storage Daemon Directives

Remember to specify the directive Plugin Directory.

¢ Plugin Directory = <directory-path>
This directive tells the Storage Daemon where to find plugins. The file bacula-sd-dedup-driver-x.y.z.so must be
present in this directory before starting the Storage Daemon.

New Dedupengine Resource

As said earlier, it is possible to have both the legacy and the new Dedup?2 engines in the same Storage Daemon. A new
format has been introduced to allow it. The new resource Dedupengine will allow to have your current legacy dedup
engine and a new Dedup?2 engine in the same Storage Daemon. All Dedup Devices that refer to the same DedupEngine
shares the same storage space.

Dedupengine {
Name = Dedupengine_name_with_dedup2
Dedup Directory = /mnt/bacula/dedup/containers
Dedup Index Directory = /mnt/SSD/dedup/index
Driver = Dedup?2
MaximumContainerSize = 2TB

* Name = <name>
The name of the DedupEngine that will be used in the Device resource. The Dedup name is required.

* Dedup Directory = <directory-path>
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Deduped chunks will be stored in the Dedup Directory. This directory is shared by all Dedup devices
configured on a Storage Daemon and should have a large amount of free space. We advise you to use LVM on
Linux Systems to ensure that you can extend the space in this directory. The Dedup Dedup Directory directive
is mandatory. We recommend that you do not change this directory afterward, because if you make a mistake, it
would invalidate all of your backups. If you do change the Dedup Directory directive, the following files
must be moved to the new directory:

— beed2-XXXXXXXX.ctn
— beed2.esm®
— beed2.esml
The .esm0 and .esm1 files hold the state of every extent in each container.

* Dedup Index Directory = <directory-path>
Indexes will be stored in the Dedup Index Directory. Indexes will have a lot of random update accesses, and
will benefit from fast drives such as SSD drives. By default, the Dedup Index Directory is set to the Dedup
Directory.

As with the Dedup Directory, we recommend against changing the Dedup Index Directory directive. If you
do, the following files and directories must be moved to the new directory:

— beeindex.tch
— beeindex.tch.new

The file beeindex. tch.new is a temporary file created by the optimize part of the vacuum that remain when
the process is interrupted. This file holds a new version of the index. At startup the DedupEngine rename this
file into beeindex.tch and use this new file. If this beeindex.tch.new file exists you can just copy it as is and ignore
beeindex.tch

* Maximum Container Size = <size>
No container will be allowed to grow to more than <size> bytes. When this size is reached, a new container file
will be created. The default value is 100GiB. This value is used at initialization time and cannot be modified
later, any change would be ignored. This limit is useful when you store your containers on a filesystem that
limits the size of the file to a pretty low value. For now, the number of containers is limited to 8192 but we
recommend to keep the number below 1024. This directive should be used to limit the size of container files to
any limit from the file system where containers are stored. Dedup2 allows up to 100 million container files.

* Maximum Container Open = <count>

This is the maximum number of containers that can be simultaneously open. When Maximum Container Size
has been setup to a small size, this directive force Bacula to close unused containers before to open a new one
and avoid to have 1000th of simultaneously open files. The default value is 100 GB. The recommended value is
20 + the number of simultaneous backup + the number of simultaneous restore.

* Driver = <driver>
You have the choice between the old Dedup Legacy or the new one Dedup2.

¢ MaximumIndexMemorySize = <size>

This is the maximum memory the DedupEngine will allocate for the Index. If unspecified, Bacula uses the
available RAM as a starting point, saving enough RAM for the system. When the Index is created the first time,
the half of this value or the half of the RAM is used to size the hash table. The initial hash table should not use
more than 8GiB, this is about 1 billion entries.

To modify your current legacy Dedup engine to the new configuration format:
* Stop the Storage Daemon

* Modify the current dedup engine settings by creating a DedupEngine resource with Dedup=Legacy and the same
index and containers directories of your current dedup engine:
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Dedupengine {
Name = Dedupengine_legacy
Dedup Directory = /mnt/bacula/dedup/containers
Dedup Index Directory = /mnt/SSD/dedup/index
Driver = Legacy
MaximumContainerSize = 2TB

* Remove the index and containers directories from the Storage resource configuration

» Start the Storage Daemon

New Device Directives

Device {
Name = FileDedupl

Device Type = Dedup
Dedupengine = Dedupengine_Name_1

}

* Device Type = Dedup

This directive is required to make the Device write Dedup volumes. Once turned on, Bacula will use references
in Volumes and will store data chunks into the specified DedupEngine.

Once a Device has been defined with a certain Type (such as Dedup, Aligned, File or Tape), it cannot be changed
to another Type. If you do so, the Bacula Storage Daemon will not be able to properly mount volumes that were
created before the change.

* Dedupengine = <dedupengine-name>
This directive defines the DedupEngine where this device will store its chunks.

# From bacula-sd.conf

Storage {

Name = my-sd

Working Directory = /opt/bacula/working
Pid Directory = /opt/bacula/working
Subsys Directory = /opt/bacula/working
Plugin Directory = /opt/bacula/plugins
}

Dedupengine {

Name = Dedupengine_Name_1

Dedup Directory = /mnt/bacula/dedup/containers

Dedup Index Directory = /mnt/SSD/dedup/index # Recommended to be on fast local SSD.
—Storage

Driver = Dedup?2

Maximum Container Size = 2TB # Try to get a maximum of 1000 containers at most

}

Device {
Name = "DedupDisk"
Archive Device = /mnt/bacula/dedup/volumes

(continues on next page)
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(continued from previous page)

Media Type = DedupVolume

Device Type = Dedup # Required
dedupengine = Dedupengine_Name_1

LabelMedia = yes

Random Access = Yes

AutomaticMount = yes

RemovableMedia = no

AlwaysOpen = no

Director Daemon FileSet Directive

Within the Director, the Global Endpoint Deduplication system is enabled with a FileSet Option directive called Dedup.
Each Include section can have a different behavior depending on your needs.

# Use the default dedup option of 'storage' side deduplication
FileSet {
Name = FS_BASE
Include {
Options {
Dedup = storage
}
File = /opt/bacula/etc
}

# Do not dedup my encrypted data
Include {
Options {
Dedup = none
3
File = /encrypted
}

# Minimize the network transfer by using 'bothsides' dedup option
Include {
Options {
Dedup = bothsides
}
File = /bigdirectory
}

The Dedup FileSet option can have the following values:

e Dedup = storage - All the deduplication work is done on the Storage Daemon side if the device type is Dedup.
The File Daemon will send all data to the SD just as it normally would. (Default value)

* Dedup = none - Disable deduplication on both the File Daemon and Storage Daemon.

* Dedup = bothsides - The deduplication work is done on the File Daemon and the Storage Daemon. This reduce
the network traffic between both Daemon as soon as the Storage Daemon already have the same data.
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About FileSet Compression

The data stored by the Global Endpoint Deduplication Engine is automatically compressed using the LZ4 algorithm.
Using the FileSet Compression = LZO0|GZIP option might reduce the deduplication efficiency, and compressing the
data twice consumes extra CPU cycles on the client side. Thus we advise that you do not use client-side GZIP or LZO
compression when using a Dedup Device. To prevent such an inefficient configuration, we recommend setting the
Allow Compression directive in a Director Storage resource “No™:

# cat bacula-dir.conf

Storage {

Name = Dedup
Allow Compression = No # Disable FileSet Compression

# option automatically
Address = baculasd.lan
Password = xxx
Media Type = DedupMedia

Things to Know About Bacula

* You must pay particular attention to define a unique Media Type for devices that are Dedup as well as for each
Virtual Autochanger that uses a different Archive Device directory. If you use the same Media Type for a Dedup
device type as for a normal disk Volume, you run the risk that you will have data corruption on disk Volumes
that are used on Dedup and non-Dedup devices.

* Dedup devices are compatible with Bacula’s Virtual Disk Changers

* We strongly recommend that you not use the Bacula disk-changer script, because it was written only for testing
purposes. Instead of using disk-changer, we recommend using the Virtual Disk Changer feature of Bacula,
for which there is a specific white paper.

* We strongly recommend that you update all File Daemons that are used to write data into Dedup Volumes. It is
not required, but old File Daemons do not support the newer FD to SD protocol, and consequently the Global
Endpoint Deduplication cannot not be done on the FD side.

* The immutable flag is compatible with dedup volumes, see more details in Volume Protection Enhancements
and Volume Protection.

Deduplication Engine Vacuum

Over time, you will normally delete files from your system, and in doing so, it may happen that there will be chunks
that are stored in dedup containers that are no longer referenced.

In order to reclaim these unused chunks in containers, the administrator needs to schedule a vacuum option of the
dedup command. The vacuum option will analyze dedup volumes and mark as free any chunks that are not referenced,
thus allowing the disk space to be reused. The vacuum command can run while other jobs are running. During the
index optimization backups are temporary suspended and resume just after the optimization.

* dedup
Dedup Engine choice:

(continues on next page)
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(continued from previous page)

1: Vacuum data files
2: Cancel running vacuum
3: Display data files usage
Select action to perform on Dedup Engine (1-3): 1
The defined Storage resources are:
1: Filel
2: Dedup
Select Storage resource (1-2): 2
Connecting to Storage daemon File at localhost:9103
dedupvacuum start inventory
Found 1 volumes (4.547 MB) to scan for MediaType=File
Ready to read from volume "TestVolume®O1" on Dedup device "FileStorage" (/home/bac/
—workspace2/bee/regress/tmp) .
End of Volume "TestVolume0®O1" at addr=4547374 on device "FileStorage" (/home/bac/
—workspace2/bee/regress/tmp) .
Found 0 volumes (0 B) to scan for MediaType=Filel
dedupvacuum start index cleanup and container defrag
Vacuum OK.

Deduplication Engine Status

Is it possible to query the Deduplication Engine to get some information and statistics. Here is an example output of
the dedup usage command, followed by an explanation of each section in the output:

Dedupengine status: name="dedup2-Dedupengine"” now="11-Nov-2022 10:07:26"
Index: usage=0% hash_count=928859 index_capacity=1006632947
Storage: usage=5% used=62.80GB free=1.002TB unused=54.30GB
References: count=1881851 size=123.3GB count_ratio=2.03 size_ratio=1.96
Last Vacuum: start="04-Nov-2022 20:16:20" end="04-Nov-2022 20:18:48"
total=0:02:28 inventory=0:00:06 index_cleanup=0:00:12 defrag=0:00:48
volume=5 ref=479198 ref_size=31.40G
suspect=0 orphan=0 2miss=0 miss=0 idx_err=0

Dedupengine: General information about the Dedupengine

* name This is the name of the Dedupengine

* now This is when the status has been generated in local time
Index: Information about the Index

* usage This is the usage of the index in %. A value above 100% means that the hash table is overloaded and that
a vacuum should be run to optimize the index and increase the size of the hash table.

¢ hash_count This is the number of entries in the index. This is the number of chunk that are indexed.
e index_capacity This is the size of the hash table of the index
Storage: Information about the storage and the containers

* usage This is usage in % of space used by the containers of the Dedupengine. This is the ratio of the used space
vs the total amount of space that ould be used.

* used This is the amount of space used inside the containers.
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 free This is the amount of space that is available for new data. This include the space unused inside the container
and the free space in the filesystem.

* unused This is amount of space that is unused inside the containers. This space will be used first by the
Dedupengine before to grow the last container or create new ones.

References: Information about the references inside the Volume from the last Vacuum

e count This is the number of references inside all the volumes.

¢ size This is the total amount of data that the volumes refer to.

e count_ratio This is ratio between the number of reference and the number of chunks (hash_count)

* size_ratio This is ratio between the size without deduplication and the size with deduplication. The difference
with the count_ratio give and idea of the efficiency of the LZ4 compression.

Last Vacuum: These information have been generated during the last Vacuum

L]

start This is the time of the start of the last vacuum.

end This is when the last vacuum ended.

total This is the total amount of time used by the vacuum in H:m:s

inventory This is the time used read the volumes and make the inventory of the chunk that must be kept.
index_cleanup This is the time to cleanup and optimize the index.

defrag This is the time to reorganize the data inside the containers and release unused extends.

volume This is the number of volume that have been read to create the inventory.

ref This is the number of references found in the volumes.

ref_size This is the total of all rehydrated references in all the volumes. This is the size that would be
needed if deduplication was not in use.

suspect This is the number of references that are missformed. This can come from an unexpected shut-
down or a volume corruption. When the checkmiss option is used this also count the orphan references.

orphan When the checkmiss option is used, this is the number of orphan references. Orphan references are
reference that don’t have a matching entry in the index and a matching chunk in the containers.

2miss This is the number of new missing entries created in the index by the the last vacuum when the
checkmiss option is used.

miss This is the number of missing entries in the index. This is entries that are known to be needed but
that don’t have a matching chunk in the container. One missing entry can have multiple related orphan
references.

idx_err This is number of errors when creating missing entries in the index. If the this counter is greater
than zero this can confirm that the old index was suffering of some problem. The value should goes to zero
at the next use of the checkmiss option

To see more details on the containers usage, you can use the following command:

“dedup qcontainer storage=dedup2-autochanger
Connecting to Storage daemon bacula-sd at bacula-sd:9103...

dedup device=dedup2-Chgr drive=-1 cmd=qcontainer

container[00] [0-476836] 00% free=476827 used=8 unavailable=1 other=0 file=/mnt/dedup2/
—containers/beed2-00000000.ctn

container[O0] 0. ... ..ttt e e e e
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Disaster Recovery
Catalog

The Catalog doesn’t contain any reference to the deduplication engine. However, the dedup volumes’ records in the
Catalog are used during the vacuum process. For this reason, you must make sure to have the Catalog properly restored
before starting a dedup vacuum process.

Volumes

If a dedup Volume is in the Catalog but not on disk, a dedup vacuum process will stop and report an error.

Index

The Index is essential for the deduplication engine. In the case of a disaster, contact Bacula Systems Support Team.

Extent Space Map (ESM)

The DedupEngine use two ESM file. One is active the other is ready to receive a new version of the ESM. The active
version can be guessed with a field that works like the Rock, Paper Scissor logic. There is no reconstruction procedure
for ESM yet.

Containers

Containers are cut into extents that hold the chunks of data. When a container (or part of a container) file is lost, the
data is lost and it is not recoverable by Bacula. There is no specific tool able to identify and update the index with the
data that are missing.

Dedupengine

The deduplication engine is the heart of Bacula’s Global Endpoint Deduplication. It has to store, to index and to retrieve
the chunks. All chunks are stored in the Container Area and registered in the Index. The Index is the bottleneck
of the deduplication process because all operations need to access it randomly, and very quickly. Memory caching and
storing the Index on SSD drives will help to maintain good performance.

The Deduplication Index maintains all the hashes of all chunks stored in the Dedup Containers. To get effective per-
formance very fast low latency storage is critical. For large back up data it is best to have the Containers and Dedu-
plication Index on the same hardware server with the Deduplication Index on solid-state drives (SSDs). The faster the
disk performance, the faster and more efficient the deduplication process and the data protection will be. In production
environments it is best to avoid configurations which introduce latency and delays in the storage infrastructure for the
Deduplication Index. It is therefore best to avoid spinning disks, remote access configurations like NFS or CIFS and
virtualized SDs. These can be acceptable for a small amount of data (1-2TB) or to perform tests but will normally not
provide acceptable performance in larger production environments.
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Sizing the Index

The size of the index depends on the number of chunks that you want to store in the deduplication engine. An upper
limit would be 1 chunk per file plus 1 chunk per 64K block of data.

data_amount

64K

If all you have is the storage capacity of your Storage Daemon and want to maximize it, you must know the average
compressed size of the chunks you expect to store in Containers. If you don’t know the size, you may use 16K.

number_of_chunks = number_of_files +

storage_capacity
16K

When you know the number of chunks, you can calculate the size of your index.

number_of chunks =

index_size = 1.3 * number_of_chunk * (8 4 70)
The index can be split into two parts: the hash table and the records.
index_size = table_size + record_size

table_size = 1.3 * number_of_chunk * 8
record_size = 1.3 * number_of chunk * 70
The hash table part is small and is accessed for all operations. The record part is bigger.

For good performance, Bacula try to lock the hash table into memory. The OS will keep in memory a part or the whole
part of the records in memory depending the the amount of RAM and the size of the Index.

But these are not the only requirements. Bacula needs some extra space on disk and in memory to optimize and resize
the Index. We recommend the following:

¢ Be sure to have 3 times the index_size on an SSD drive for the Index.
* Try to have index_size+table_size of RAM for the Index.

¢ At least be sure to have 3 times the “table_size” of RAM for the Index.

Punching holes in containers

New Dedup2 does not need and does not provide any kind of hole punching. The vacuum moves the chunks
inside the containers to optimize the space. This also improve the backup speed and the restore speed. The vacuum
holepunching option is then ignored.

checkmiss and checkvolume options of the vacuum command

In Dedup?2 there is no more difference between options checkvolume and checkmiss.

These options search the Index for every reference found in the volumes. This can significantly increase the time of the
vacuum if the Index doesn’t fit into memory.

The option checkmiss simply creates dummy entries when a reference in not found in the Index. This entry indicates
that the chunk is missing and could be resolved by future backups.

Every mismatch is logged in the trace file with the coordinate of the file that holds the reference. Only one line is logged
per file and per type of mismatch, others are counted in the statistics.

The lines in the trace file look like this:
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bacula-sd: dedupengine2.cc:872 VacuumBadRef OrphanRef FI=1729 SessId=1
SessTime=1654854105 : ref(#1f41101f addr=0x0000000000000003 size=10769)
idx_addr=0x0000000000000002

Every related line holds the keyword “VacuumBadRef” followed by one second keyword, see below for the details:

e RefTooSmall: The record in the volume that holds the reference is too small to hold a reference and is then
unusable and not processed further.

* RefWrongSize: The record in the volume that holds the reference has an unexpected size and is then unusable
and not processed further.

e OrphanRef: The hash related to this reference was not found in the index or is know by the Index to be missing.
This reference is an orphan one. The file that holds this reference cannot be fully recovered.

The other fields on the line depend on the type:
* FI, SessId and SessTime are the coordinates of the file as written in the Catalog.
e fields inside ref() are related to the reference.
e idx_addr this is the address in the index. This should always be 0x2

At the end, Bacula displays some statistics in the trace file. these values can be see via the dedup usage command and
are documented there.

Vacuum: volumes=1 ref_count=1975 ref_size=97382548 suspect_ref=1
Vacuum: 2miss=0 orphan=1 idxupd_err=0

Hardware Requirements
CPU

Bacula’s Global Endpoint Deduplication consumes CPU resources on both File Daemon and Storage Daemon. The
table / shows operations done by both daemons depending on the deduplication mode.

Note that the Storage Daemon has to re-calculate hashes of the chunks sent by the File Daemon to ensure the validity
of the data added to the Dedupengine.

Table 4: Operations done by each daemon

Dedup=none | Dedup=storage Dedup=bothside
Client N/A N/A hash + compress
Storage | N/A hash + compress + DDE | decompress + hash + DDE

On recent Intel processors, compression and hash calculations each require about 1GHz of CPU power per 100MB/sec
(1Gbps). Decompression requires only 0.25GHz for the same throughput. The Dedupengine depends more on IOPs
rather than on CPU power (about 0.1GHz per 100MB/sec). Both daemons must also handle network and disks (around
1GHz per 100MB/sec).

The rules of thumb might be to dedicate 3GHz per 100MB/s for the File Daemon or the Storage Daemon when doing
deduplication.

Table 5: CPU requirements (Intel & AMD Xen based)

100MB/sec (Gbps) | 400MB/sec (4Gbps) | 1000MB/s (10Gbps)
Client or storage | 3GHz 4 cores at 3GHz 10 cores at 3GHz
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Memory

The File Daemon requires additional RAM to do bothsides deduplication because it has to keep the chunks in memory
until the Storage Daemon sends a command to send or to drop a chunk of data. The extra memory required is about
4MB per running job.

The Storage Daemon also requires about 4MB of memory for every running job. The Dedupengine also needs more
of memory for efficient lookups in the index file, see section #section:dedupengine

Disks

On the Storage Daemon, chunks are stored together into Extent that are randomly stored into Containers free space. The
disk systems might have to do a mix of sequential and random I/O during backup and restore. Note that migration/copy
and virtual full Jobs do not need to rehydrate data if the destination device is connected to the same dedupengine.

Container files are stored in the Dedup Directory. All Volumes use references to those container files.

For effective performance, it is recommended to store the deduplication engine Index on dedicated SSDs, see section
#section:dedupengine. It is not recommended to store deduplication engine containers with the Catalog.

The index file used to associate SHAS512/256 digests with data chunk addresses will be constantly accessed and updated
for each chunk backed up. Using SSD disks to store the index file will give better performance. The number of I/O
operations per second that SSD devices can achieve will drive the global performance of the deduplication engine. For
example, if your disk system can do 10,000 operations per second, it means that your Storage Daemon will be able to
write between 5,000 and 10,000 blocks per second to your data disks. (310 MB/sec to 620 MB/sec with 64 KB block
size, 5 MB/sec to 10 MB/sec with 1 KB block size). The index is shared between all concurrent Jobs.

To ensure that a file system required for container, disk, volumes is mounted before the Storage Daemon starts, you can
edit the bacula-sd. service unit file

# systemctl edit bacula-sd.service

This will create the file /etc/systemd/system/bacula-sd.service.d/override.conf to add bacula-sd.
service customized settings. Add the following line line to the file and save it:

RequiresMountsFor=/bacula/dedup/index /bacula/dedup/containers /bacula/dedup/volumes

Installation

The recommended way to install deduplication plugin is using BIM, where the deduplication plugin installation can
happen alongside the installation of Storage Daemon, at the point of choosing the plugin.

Linux

To install deduplication plugin for Linux, visit Linux: Install Storage Daemon and, in step 5, choose the dedup plugin.
If you have already installed SD, run the installation again and choose the dedup plugin.

Important: While going through the installation steps again, your configuration file will not be overwritten.
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Restrictions and Limitations

* You must take care to define unique Media Types for Dedup Volumes that are different from Media Types for
non-Dedup Volumes.

» Some files are not good candidates for deduplication. For example, a mail server using maildir format will have
a lot of small files, and even if one email was sent to multiple users, SMTP headers will probably interfere with
the deduplication process. Small files will tend to enlarge your chunk index file resulting in a poor dedup ratio.
A good dedup ratio of 20 for a file of 1024 bytes will save only 19 KB of storage, so much less gain than with a
file of 64 KB with a poor dedup ratio of 2.

* Dedup Volumes cannot just be copied for offsite storage. Dedup Volumes should stay where the deduplication
engine is running. In order to do offsite copies, it is recommended to run a Copy Job using a second Dedup
Storage Daemon for example, or to create rehydrated volumes with a Copy/Migration/Virtual Full job using
a regular disk Device. The VirtualFull support was added in version 8.0.7. The Storage Daemon to Storage
Daemon Copy/Migration process with deduplication protocol was added in version 8.2.0.

A Virtual Full between two Storage Daemons is currently not supported.

 Data spooling cannot be used with deduplication. Since versions 8.2.12 and 8.4.10, data spooling is automatically
disabled whenever a device resource is configured with Type = Dedup.

e All Bacula Enterprise File Daemons (including Linux, FreeBSD, Solaris, Windows, ...) support the Global
Endpoint Deduplication. The Community Bacula File Daemon supports only the Global Endpoint Dedupli-
cation in dedup=storage mode. The list of the platforms supported by Bacula Enterprise is available on
www.baculasystems.com.

* We strongly recommend that you update all File Daemons that are used to write data into Dedup Volumes. It is
not required, but old File Daemons do not support the newer FD to SD protocol, and consequently the Global
Endpoint Deduplication will be done only on the Storage daemon side.

Best Practices
RAID

If you plan to use RAID for performance and redundancy, note that read and write performances are essential for the
deduplication engine. The Index is highly accessed for reading and for writing during backup jobs run and during the
maintenance tasks required by the deduplication plugin. Also, the optimize process that rebuilds the Index strongly
depend on the read and write performance of the disk infrastructure.

Some RAID solutions don’t fit the deduplication engine read and write performance requirements. RAID 1 and RAID
10 with a small strip size are recommended for the dedup index. RAID 5, 6, 10, 50, 60 can be used for the containers.
The strip size should be compatible with the size of the extent that is 4MiB. The goal is for a stripe to never be shared
by two extent. If the extents are well aligned and are a multiple in size with the size of the stripe, then writing a
single 4MiB extent should not require to read and rewrite the stripes that are nearby. The extent are aligned on a
4MiB boundary inside the containers, up to you to configure your raid array, your partitions, your LVM layers and the
filesystem parameters (like the sunit and swidth of XFS) to get the container aligned too.
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ZFS

If you plan to use ZFS file system to store the dedup index, it is important to guarantee that you have enough memory
and CPU resources in the Storage Daemon server to have both the deduplication plugin and ZFS in good condition.

The Global Endpoint Deduplication plugin does both deduplication and chunk compression. This means there is no
need to have enabled deduplication or compression in the zfs pool that will be used to store containers. In fact, it is not
recommended to have them enabled as it may cause slow performance and there will be no gain in space savings.

Aligned disk acess is a key factor when using ZFS. ZFS is able to detect the sector size of the drive, but disks can
report the emulated value instead. As we recommend SSD disks for the dedup Index, performance can be improved if
the ashift property is explicitly set to match the 4096 byte sector size of SSD disks.

The disk block size is defined by the ashift value, but as ZFS stores data in records, there is another parameter that
determines the individual dataset to be written in the ZFS pool, this is the recordsize ZFS pool parameter.

Thus another important ZFS pool setting to consider is the recordsize value. It defaults to 128K in recent ZFS
versions. This value should be adjusted to match the typical I/O operations. For the ZFS pool used by the dedup
Index, it was reported that setting the recordsize to 8K increased the vacuum performance. In addition, setting the
ZFS kernel zfs_vdev_aggregation_limit_non_rotating parameter to the same value as recordsize highly
improved performance.

Note these values are recommended for most SSD disks, but they may vary depending on the SSD model. For example,
16K could fit some SSD models and give a better performance. We recommend to perform I/O benchmark using
different settings before the deduplication engine is setup in production.

Regarding the use of ZFS to store dedup containers, as it is not possible to preview the typical dataset because some
containers can be much more used than others, it is more probably that a recordsize value of 64K or even the 128K
default value are sufficient to have a good performance. However, it is strongly important to not allow container files
to grow too much and limit the size of containers files to 3TB or 4TB.

Maximum Container Size

For better performance, it is strongly recommended to not allow container files to grow indefinitely even if the under-
lying file system support very big files. This can be accomplished by setting the “Maximum Container Size” directive
in the Storage resource in the Storage Daemon configuration file. It is recommended to set this directive to a value
between 1 TB and 4 TB.

Vacuum

It is strongly recommended, to keep the deduplication engine healthy, to regularly perform the maintenance tasks
triggered by the vacuum.

Make sure to run regularly, in all deduplication engines in your environment, the following tasks: daily prune and
truncation of volumes, a simple vacuum daily (it can be run weekly when not too much new chunks are added to the
deduplication engine), a dedup vacuum checkindex checkmiss monthly

These maintenance tasks can be scheduled in a job of type Admin and they will help to clean both the deduplication
engine index and containers, marking unused entries in the index and chunks in containers, thus allowing the reuse of
space. It will contribute to avoid invalid entries in the index to be used by backup jobs in the case of any problems with
the server hosting the deduplication engine.

The scrub process is not implemented in Dedup?2.
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Holepunching

Holepunching doesn’t exist anymore in Dedup2. The last part of the Vacuum release the extents that are left empty but
also merge the data that are in extents that are nearly empty or half used into new containers. This allows new backup
to always write into fully recycled extents, reduce the fragmentation and increase the efficiency of the storage.

The Global Endpoint Deduplication version 2 offers the following advantages:

* Maintenance tools are eased and faster to process. There is only a need to run vacuum and optimize with
GED 2

¢ All new data are grouped per job in the containers, which makes backup and restore jobs faster. The
performance gain is particularly important on restore jobs. This is due to the data being aligned in the
containers.

* The Containers structure brings more flexibility in regards to containers files size and hole creation, thus
the storage space management is optimized. The new technology should create no fragmentation.

* GED 2 is available for production use from Bacula Enterprise version 16.0
See also:

For information about migration from Dedup 1 to Dedup 2, look here.

Moving from Dedup 1 to Dedup 2

Starting with Bacula Enterprise Edition 16.0, the new dedup2 engine brings a new engine design and a new configura-
tion format. Find more details in the Global Endpoint Deduplication 2 article.

It is not possible to simply reuse the current dedupl index, containers and volumes data in the new dedup2 engine.
It means you cannot configure the dedup2 engine in your environment, and make it use the current dedupl index,
containers and volumes.

However, it is possible to migrate data from the current dedupl engine (now called dedup legacy; the terms are used
interchangeably) to the new dedup2 engine. Also, you may keep the current dedup1 engine for restore purposes, whilst
using the new dedup?2 engine to store new backups.

In this document, a few scenarios will be presented to help adopting the new dedup2 engine, assuming you are already
using the deduplication plugin with the old dedup engine layout and configuration.

Important: Before implementing any strategy in production, read carefully the Important Considerations section
before implementing any strategy in production.

Important Considerations

* Running two dedup engines in parallel may be quite intensive in regards to the I/O on the SSD disk, where the
dedup index is stored, and also in regards to the I/O where containers are stored, especially if the containers are
stored in NFS mounts.

* If the same NFS mount is used to store the containers of both the dedup1 and the dedup2 engines in a migration
process, you may have a high load on the NFS mount.

e It is recommended to schedule migration jobs when backup jobs are not running.

* Inscenarios where the dedupl engine is kept for restore purposes, note that the storage occupancy in dedupl will
be the same until this storage is fully decommissioned. This is because the containers cannot be shrunk, even if
data is pruned.
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¢ In scenarios where the data is not migrated to dedup2, the new dedup2 engine will start from scratch without
a high dedup ratio which also means that you can potentially have the very same data (chunks) in both dedup
engines, and as a consequence, the storage occupancy will be high.

We present the scenarios that show how to move on from dedup1 to dedup?2.

Scenarios for migration of data from dedup1 to dedup2:

Scenario 1. Dedup Legacy and Dedup2 Running on Different Hosts

Goal of the scenario: Migrating data from your current dedupl engine to a new Dedup?2 engine that use different
Storage Daemon hosts.

Note: In this scenario, there are two Storage Daemons running.

It is required to have both dedup engines running at the same time to migrate the data.

The new dedup2 engine will be implemented in a different Storage Daemon host, so only its configuration, using the
new DedupEngine resource, is needed. In the bacula-sd.conf file of the new Storage Daemon host, add a DedupEngine
resource configured to use Driver = Dedup2:

Dedupengine {
Name = Dedupengine_name_with_dedup2
Dedup Directory = /mnt/bacula/dedup2/containers
Dedup Index Directory = /mnt/SSD/dedup2/index
Driver = Dedup2
Maximum Container Size = 2TB

And the dedup devices should point to the dedup2 engine, for example:

Autochanger {
Name = FileDedup2-Chgrl
Device = FileDedup2-Dev®, FileDedup2-Devl
Changer Command = /dev/null
Changer Device = /dev/null

}

Device {
Name = FileDedup2-dev®
Drive Index = 0

Device Type = Dedup
DedupEngine = Dedupengine_name_with_dedup2

}
Device {

Name = FileDedup2-devl

Drive Index =1

Device Type = Dedup

DedupEngine = Dedupengine_name_with_dedup2
}
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After you have the new Dedup2 engine correctly configured and running, you may use Migration Jobs to migrate jobs
from the dedupl storage to the new dedup?2 storage. Once all jobs have been migrated, the current dedupl engine can
be decommissioned.

More details about Migration Jobs: Migration and Copy.

Scenario 2. Dedup Legacy and Dedup2 Running on the Same Storage Daemon

Goal of the scenario: Migrating data from your current dedupl engine to a new dedup2 engine that use the
same Storage Daemon host. The new dedup2 engine uses the same Storage Daemon port, SDPort 9103.

Note: In this scenario, there is only one Storage Daemon running.

It is required to have both dedup engines running at the same time to migrate the data.

If you decide to have both dedup engines in the same host and use the same Storage Daemon port, it is required to
modify the current dedupl engine configuration to use the new DedupEngine resource.

The new dedup2 configuration format uses the new DedupEngine resource, and it is not compatible with the old dedup1
configuration format. It means that it is not possible to add the dedup2 engine using the new Dedupengine Resource in
the current Storage Daemon configuration if there is already a Dedupl engine configured using the old configuration
format.

For example, it is not possible to have both, the old and new formats, configured in the same Storage Daemon config-
uration file:

# From bacula-sd.conf

Storage {

Name = Dedupl-sd

Working Directory = /opt/bacula/working

Pid Directory = /opt/bacula/working

Plugin Directory = /opt/bacula/plugins

Dedup Directory = /mnt/bacula/dedupl/containers
Dedup Index Directory = /mnt/SSD/dedupl/index
Maximum Container Size = 2TB

and

Dedupengine {
Name = Dedupengine_name_with_dedup?2
Dedup Directory = /mnt/bacula/dedup2/containers
Dedup Index Directory = /mnt/SSD/dedup2/index
Driver = Dedup?2
Maximum Container Size = 2TB

However, it is possible to have one dedup legacy engine, and one dedup2 engine in the same Storage Daemon by
modifying the current dedupl configuration to the new format as documented in the New Dedupengine Resource
section in the Global Endpoint Deduplication 2 article.

To modify your current legacy Dedup engine to the new configuration format:

1. Stop the Storage Daemon
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2. Modify the current dedupl engine settings by creating a DedupEngine resource with Driver = Legacy, and
the same index and containers directories of your current dedup engine:

Dedupengine {
Name = Dedupengine_legacy
Dedup Directory = /mnt/bacula/dedupl/containers
Dedup Index Directory = /mnt/SSD/dedupl/index
Driver = Legacy
Maximum Container Size = 2TB

3. Add the Dedupengine = Dedupengine_legacy directive to all the dedupl devices:

Autochanger {
Name = FileDedupl-Chgrl
Device = FileDedupl-Dev®, FileDedupl-Devl
Changer Command = /dev/null
Changer Device = /dev/null

}

Device {
Name = FileDedupl-dev®
Drive Index = 0

Device Type = Dedup
DedupEngine = Dedupengine_legacy <--- @aga, should we highlight this?

Device {
Name = FileDedupl-devl
Drive Index = 1

Device Type = Dedup
DedupEngine = Dedupengine_legacy <--- @aga, should we highlight this?

4. Remove or comment the index and containers directories from the Storage resource configuration:

# From bacula-sd.conf

Storage {

Name = Dedupl-sd

Working Directory = /opt/bacula/working

Pid Directory = /opt/bacula/working

Plugin Directory = /opt/bacula/plugins

# Dedup Directory = /mnt/bacula/dedupl/containers <--- you may remove this line
# Dedup Index Directory = /mnt/SSD/dedupl/index <--- you may remove this line
Maximum Container Size = 2TB

5. Add the new dedup2 engine resource and autochanger/devices to the same bacula-sd.conf file:

Dedupengine {
Name = Dedupengine_name_with_dedup2
Dedup Directory = /mnt/bacula/dedup2/containers

(continues on next page)
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Dedup Index Directory = /mnt/SSD/dedup2/index
Driver = Dedup2
Maximum Container Size = 2TB

}

Autochanger {
Name = FileDedup2-Chgrl
Device = FileDedup2-Dev®, FileDedup2-Devl
Changer Command = /dev/null
Changer Device = /dev/null

}
Device {

Name = FileDedup2-dev®

Drive Index = 0

Device Type = Dedup

DedupEngine = Dedupengine_name_with_dedup2
}
Device {

Name = FileDedup2-devl

Drive Index = 1

Device Type = Dedup

DedupEngine = Dedupengine_name_with_dedup2
}

6. Start the Storage Daemon.

After you have the new Dedup2 engine correctly configured and running, you may use Migration Jobs to migrate jobs
from the dedup1 storage to the new dedup?2 storage. Once all jobs have been migrated, the current dedupl engine can
be decommissioned.

More details about Migration Jobs: Migration and Copy.

Scenario 3. Dedup Legacy and Dedup2 Running on the Same Host on Two Different Storage Dae-
mons

Goal of the scenario: Migrating data from your current dedupl engine to a new dedup2 engine that use the
same Storage Daemon host. The new Dedup2 engine uses a different Storage Daemon port, for example, SDPort
9104.

Note: In this scenario, there are two Storage Daemons running: one using 9103 SDPort, the other using 9104 SDPort.

It is required to have both dedup engines running at the same time to migrate the data.

In this case, it is not required to modify the current dedupl configuration to use the new format, unless you wish to
use the new configuration format to have a standard configuration for all the dedup engines in your environment.

As the new dedup2 engine is to be configured in a new bacula-sd.conf file, there is no need to modify the current
bacula-sd.conf file used by Dedupl.
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Thus, you should keep the current Dedup1 configuration in the bacula-sd.conf file (if the SDPort = 9103 is not explicitly

configured, it is used by default by the Storage Daemon).

Example of the configuration of your dedupl engine, running on port 9103:

# From bacula-sd.conf

Storage {

Name = Dedupl-sd

Working Directory = /opt/bacula/working

Pid Directory = /opt/bacula/working

Plugin Directory = /opt/bacula/plugins

Dedup Directory = /mnt/bacula/dedupl/containers

Dedup Index Directory = /mnt/SSD/dedupl/index # Recommended to be on fast local SSD.

-, Storage
Maximum Container Size = 2TB # Maximum 511 containers can be created, please adapt to.
—your need

}

Then, create a new bacula-sd-dedup2.conf file for the new dedup2 engine, using port 9104:

Storage {

Name = Dedup2-sd

SDPort = 9104

Working Directory = /opt/bacula/working
Pid Directory = /opt/bacula/working
Plugin Directory = /opt/bacula/plugins
Maximum Concurrent Jobs = 20

Director {
Name = bacula-dir
Password = "password-for-the-director-to-access-the-storage"

}

Dedupengine {
Name = Dedupengine_name_with_dedup2
Dedup Directory = /mnt/bacula/dedup2/containers
Dedup Index Directory = /mnt/SSD/dedup2/index
Driver = Dedup2
Maximum Container Size = 2TB

3

Autochanger {
Name = FileDedup2-Chgrl
Device = FileDedup2-Dev0®, FileDedup2-Devl
Changer Command = /dev/null
Changer Device = /dev/null

}
Device {
Name = FileDedup2-dev®

Drive Index = 0

Device Type = Dedup

(continues on next page)
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DedupEngine = Dedupengine_name_with_dedup2

}
Device {

Name = FileDedup2-devl

Drive Index =1

Device Type = Dedup

DedupEngine = Dedupengine_name_with_dedup2
}

Messages {

Name = Default

Director = bacula-dir = all

Append = "/opt/bacula/log/bacula-sd.log" = All, !Skipped
}

To start the new dedup2 Storage Daemon, you can use this command: sudo -u bacula /opt/bacula/bin/
bacula-sd -dt -c /opt/bacula/etc/bacula-sd-dedup2.conf, butitis recommended to create a systemd ser-
vice for the new Dedup2 Storage Daemon, for example, the bacula-sd-dedup2.service file:

# Description:

# Used to start the bacula Dedup2 storage daemon service (bacula-sd-dedup2)
# enable : systemctl enable bacula-sd-dedup2

# start : systemctl start bacula-sd-dedup2
#
#

# from http://www.freedesktop.org/software/systemd/man/systemd.unit.html
[Unit]

Description=Bacula Enterprise Storage Daemon service

Requires=network.target

After=network.target

RequiresMountsFor=/opt/bacula/working /opt/bacula/etc /opt/bacula/bin
/mnt/bacula/dedup2/containers /mnt/SSD/dedup2/index /mnt/bacula/dedup2/volumes

# from http://www.freedesktop.org/software/systemd/man/systemd.service.html
[Service]

Type=forking

User=bacula

Group=disk

Environment="LD_LIBRARY_PATH=/opt/bacula/lib"
ExecStart=/opt/bacula/bin/bacula-sd -dt -c /opt/bacula/etc/bacula-sd-dedup2.conf
StandardError=syslog

TimeoutStopSec=3min

LimitMEMLOCK=infinity

LimitNOFILE=10000

LimitNPROC=10000

00MScoreAdjust=-1000

[Install]
WantedBy=multi-user.target
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Then, you can enable and start the new dedup2 engine Storage Daemon using systemd commands:

$ sudo systemctl enable bacula-sd-dedup2.service
$ sudo systemctl start bacula-sd-dedup2.service

After you have the new Dedup2 engine correctly configured and running, you may use Migration Jobs to migrate jobs
from the dedupl storage to the new dedup?2 storage. Once all jobs have been migrated, the current dedupl engine can

be decommissioned.
More details about Migration Jobs: Migration and Copy.

Scenarios for keeping dedup! for restore purposes only:

Scenario 4. Setup Dedup2 on a New Host and Redirect All Backup Jobs There

Goal of the scenario: Keeping the dedupl engine for restore purposes, and setting up a new dedup2 engine for

new backups in a different Storage Daemon host.

Note: In this scenario, there are two Storage Daemons running.

In this scenario, you will need to setup the new dedup2 engine in the new Storage Daemon host as described in Scenario

1.

The new Dedup?2 engine is to be implemented in a different Storage Daemon host, so only its configuration, using the
new DedupEngine resource, is needed. In the bacula-sd.conf file of the new Storage Daemon host, add a DedupEngine

resource configured to use Driver = Dedup2:

Dedupengine {
Name = Dedupengine_name_with_dedup2
Dedup Directory = /mnt/bacula/dedup2/containers
Dedup Index Directory = /mnt/SSD/dedup2/index
Driver = Dedup2
Maximum Container Size = 2TB

And the dedup devices should point to this dedup2 engine, for example:

Autochanger {
Name = FileDedup2-Chgrl
Device = FileDedup2-Dev®, FileDedup2-Devl
Changer Command = /dev/null
Changer Device = /dev/null

3
Device {
Name = FileDedup2-dev®
Drive Index = 0
Device Type = Dedup
DedupEngine = Dedupengine_name_with_dedup2
3
Device {
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Name = FileDedup2-devl
Drive Index = 1

Device Type = Dedup
DedupEngine = Dedupengine_name_with_dedup2

Then, you should redirect all your backup jobs (this can be done gradually if you have a huge number of Jobs and/or
Pools that need to be modified) to the new Dedup2 engine storage.

The dedupl engine can be decommissioned when the data retention has expired, meaning the retention period for all
the jobs previously stored in the dedup1 engine expired, and you will not need to restore any data stored in this dedupl
engine.

If you want to use this scenario to keep the dedup1 engine for restore purposes only, consider to have the dedup! engine
Storage Daemon shut down, and you may start it only when restore jobs are needed.

Scenario 5. Setup Dedup2 on the Same Storage Daemon Host and Using the Same SDPort and
Redirect All Backup Jobs There

Goal of the scenario: Keeping the dedupl engine for restore purposes, and setting up a new dedup2 engine for
new backups in the same Storage Daemon host. The new Dedup2 engine uses the same Storage Daemon port,
SDPort 9103.

Note: In this scenario, there is only one Storage Daemon running.

This scenario is similar to Scenario 2.

If you decide to have both dedup engines in the same host and using the same Storage Daemon port, it is required to
modify the current dedupl engine configuration to use the new DedupEngine resource.

Then, you must modify the current dedupl configuration to use the new configuration format as documented in the
New Dedupengine Resource section in the Global Endpoint Deduplication 2 article.

1. Stop the Storage Daemon

2. Modify the current dedupl engine settings by creating a DedupEngine resource with Driver=Legacy, and the
same index and containers directories of your current dedup engine:

Dedupengine {
Name = Dedupengine_legacy
Dedup Directory = /mnt/bacula/dedupl/containers
Dedup Index Directory = /mnt/SSD/dedupl/index
Driver = Legacy
Maximum Container Size = 2TB

3. Add the Dedupengine = Dedupengine_legacy directive to all the dedupl devices:

Autochanger {
Name = FileDedupl-Chgrl
Device = FileDedupl-Dev®, FileDedupl-Devl
Changer Command = /dev/null

(continues on next page)
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Changer Device = /dev/null

}

Device {
Name = FileDedupl-dev®
Drive Index = 0

Device Type = Dedup
DedupEngine = Dedupengine_legacy <--- @aga, should we highlight this?

}

Device {
Name = FileDedupl-devl
Drive Index =1

Device Type = Dedup
DedupEngine = Dedupengine_legacy <--- @aga, should we highlight this?

4. Remove or comment the index and containers directories from the Storage resource configuration:

# From bacula-sd.conf

Storage {

Name = Dedupl-sd

Working Directory = /opt/bacula/working

Pid Directory = /opt/bacula/working

Plugin Directory = /opt/bacula/plugins

# Dedup Directory = /mnt/bacula/dedupl/containers <--- you may remove this line
# Dedup Index Directory = /mnt/SSD/dedupl/index <--- you may remove this line
Maximum Container Size = 2TB

5. Add the new dedup2 engine resource and autochanger/devices to the same bacula-sd.conf file:

Dedupengine {
Name = Dedupengine_name_with_dedup?2
Dedup Directory = /mnt/bacula/dedup2/containers
Dedup Index Directory = /mnt/SSD/dedup2/index
Driver = Dedup2
Maximum Container Size = 2TB

}

Autochanger {
Name = FileDedup2-Chgrl
Device = FileDedup2-Dev0®, FileDedup2-Devl
Changer Command = /dev/null
Changer Device = /dev/null

}

Device {
Name = FileDedup2-dev®
Drive Index = 0

(continues on next page)
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Device Type = Dedup
DedupEngine = Dedupengine_name_with_dedup?2

}

Device {
Name = FileDedup2-devl
Drive Index = 1

Device Type = Dedup
DedupEngine = Dedupengine_name_with_dedup2

6. Start the Storage Daemon.

Then, you should redirect all your backup jobs (this can be done gradually if you have a huge number of Jobs and/or
Pools that need to be modified) to the new dedup2 engine storage.

The dedupl engine can be decommissioned when the data retention has expired, meaning the retention period for all
the jobs previously stored in the dedupl engine expired, and you will not need to restore any data stored in this dedupl
engine.

If you want to use this scenario to keep the dedup1 engine for restore purposes only, consider to have the dedup1 engine
Storage Daemon shut down, and you may start it only when restore jobs are needed.

Scenario 6. Setup Dedup2 on the Same Storage Daemon Host and Using Different SDPorts and
Redirect All Backup Job There

Goal of the scenario: Keeping the dedupl engine for restore purposes, and setting up a new dedup2 engine
for new backups that use the same Storage Daemon host. The new Dedup2 engine uses the a different Storage
Daemon port, for example, SDPort 9104.

Note: In this scenario, there are two Storage Daemons running: one using 9103 SDPort, the other using 9104 SDPort.

This scenario is similar to Scenario 3.

In this scenario, you must setup the new Dedup2 engine in a new bacula-sd.conf file, for example, bacula-sd-
dedup2.conf.

Also, it is not required to modify the current dedupl configuration to use the new format, unless you wish to use the
new configuration format to have a standard configuration for all the dedup engines in your environment.

As the new Dedup2 engine is to be configured in a new bacula-sd.conf file, there is no need to modify the current
bacula-sd.conf file used by Dedupl.

Thus, you should keep the current Dedup1 configuration in the bacula-sd.conf file (if the SDPort = 9103 is not explicitly
configured, it is used by default by the Storage Daemon).

Example of the configuration of your dedupl engine, running on port 9103:

# From bacula-sd.conf

Storage {

Name = Dedupl-sd

Working Directory = /opt/bacula/working

(continues on next page)

Copyright © 2024 Bacula Systems. All trademarks are the property of their respective owners. 63




(continued from previous page)

Pid Directory = /opt/bacula/working
Plugin Directory = /opt/bacula/plugins
Dedup Directory = /mnt/bacula/dedupl/containers

Dedup Index Directory = /mnt/SSD/dedupl/index # Recommended to be on fast local SSD.

- storage

Maximum Container Size = 2TB # Maximum 511 containers can be created, please adapt to.

—your need

}

Then, create a new bacula-sd-dedup2.conf file for the new Dedup2 engine, using port 9104:

Storage {

Name = Dedup2-sd

SDPort = 9104

Working Directory = /opt/bacula/working
Pid Directory = /opt/bacula/working
Plugin Directory = /opt/bacula/plugins
Maximum Concurrent Jobs = 20

Director {
Name = bacula-dir
Password = "password-for-the-director-to-access-the-storage"

}

Dedupengine {
Name = Dedupengine_name_with_dedup2
Dedup Directory = /mnt/bacula/dedup2/containers
Dedup Index Directory = /mnt/SSD/dedup2/index
Driver = Dedup2
Maximum Container Size = 2TB

3

Autochanger {
Name = FileDedup2-Chgrl
Device = FileDedup2-Dev0®, FileDedup2-Devl
Changer Command = /dev/null
Changer Device = /dev/null

3

Device {
Name = FileDedup2-dev®
Drive Index = 0

Device Type = Dedup
DedupEngine = Dedupengine_name_with_dedup2

3

Device {
Name = FileDedup2-devl
Drive Index =1
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Device Type = Dedup
DedupEngine = Dedupengine_name_with_dedup?2

}

Messages {

Name = Default

Director = bacula-dir = all

Append = "/opt/bacula/log/bacula-sd.log" = All, !Skipped
}

To start the new dedup2 Storage Daemon, you can use this command: sudo -u bacula /opt/bacula/bin/
bacula-sd -dt -c /opt/bacula/etc/bacula-sd-dedup2.conf, butitis recommended to create a systemd ser-
vice for the new Dedup2 Storage Daemon, for example, the bacula-sd-dedup2.service file:

# Description:

Used to start the bacula Dedup2 storage daemon service (bacula-sd-dedup2)
enable : systemctl enable bacula-sd-dedup2

start : systemctl start bacula-sd-dedup2

FH oW R R W

# from http://www.freedesktop.org/software/systemd/man/systemd.unit.html
[Unit]

Description=Bacula Enterprise Storage Daemon service

Requires=network.target

After=network.target

RequiresMountsFor=/opt/bacula/working /opt/bacula/etc /opt/bacula/bin
/mnt/bacula/dedup2/containers /mnt/SSD/dedup2/index /mnt/bacula/dedup2/volumes

# from http://www.freedesktop.org/software/systemd/man/systemd.service.html
[Service]

Type=forking

User=bacula

Group=disk

Environment="LD_LIBRARY_PATH=/opt/bacula/lib"
ExecStart=/opt/bacula/bin/bacula-sd -dt -c /opt/bacula/etc/bacula-sd-dedup2.conf
StandardError=syslog

TimeoutStopSec=3min

LimitMEMLOCK=infinity

LimitNOFILE=10000

LimitNPROC=10000

OOMScoreAdjust=-1000

[Install]
WantedBy=multi-user.target

Then you can enable and start the new Dedup2 engine Storage Daemon using systemd commands:

$ sudo systemctl enable bacula-sd-dedup2.service
$ sudo systemctl start bacula-sd-dedup2.service

Then, you should redirect all your backup jobs (this can be done gradually if you have a huge number of Jobs and/or
Pools that need to be modified) to the new Dedup?2 engine storage.
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The dedupl engine can be decommissioned when the data retention has expired, meaning the retention period for all
the jobs previously stored in the dedupl engine expired, and you will not need to restore any data stored in this dedupl
engine.

If you want to use this scenario to keep the dedup1 engine for restore purposes only, consider to have the dedup1 engine
Storage Daemon shut down, and you may start it only when restore jobs are needed.

Delta plugin

Important: Delta Plugin is not under active development anymore. The solution has been enhanced, and moved to
more recent plugins: ged and aligned-volumes.

e Overview
e Presentation

» Taking Advantage of Delta Backups

* Using Delta Plugin

See also:
e ged

* aligned-volumes

Overview

This white paper presents various techniques and strategies to backup special files such as Outlook PST, Database
datafile, VirtualBox/VmWare images using block level analysis with Bacula Enterprise.

Scope

This paper will present solutions for Bacula Enterprise 6.0 and later, which are not applicable to prior versions.

Presentation

The Delta plugin is designed to analyse file differences at the block level and generate binary patches for the backup.
It should permit significant space reduction on files that have few modifications between two backups. This plugin is
available on all platforms such as Linux and Windows 32/64bit.
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Taking Advantage of Delta Backups

Special files such as :

* Outlook PST

* Unix Mbox

* Database

e VMware/VirtualBox/KVM images
will generally benefit most from this technology, other files like :

* Videos

* Photos

* Windows/Linux binaries

* Compressed files

* Encrypted files

probably will not have significant compression ratios using the Delta plugin. The main reason is that most of the time,
a single byte modification in an editor will modify all blocks, so the binary patch may be larger than the original file.

Using Delta Plugin
Configuration

As with all Bacula plugins, you must to specify the Plugin Directory directive in the FileDaemon resource of the
bacula-fd.conf file.

FileDaemon {
Name = test-fd

Plugin Directory = /opt/bacula/plugins
}

The delta plugin uses Accurate mode information to handle incremental and differential backups, thus you must
enable the Accurate option in your Job resource.

Job {

Name = "Outlook_PST"
Client = laptopl-£fd
FileSet = FS_PST
Accurate = yes

}

To activate the delta plugin on a particular pattern of files such as all .pst files, use the following directives:

FileSet {
Name = FS_PST
Include {
Options {
Signature = MD5

(continues on next page)
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Plugin = delta
WildFile = "*.pst"
}
File = c:/0Outlook
}
}

Please note that in the above case, the Plugin is specified inside the Options block rather than at the same level as
the File directive.

The Delta plugin also accepts the following parameters:

Table 6: Delta Plugin Options

Option Comment Example
min_size=x | Don’t use the Delta plugin on files smaller than x | min_size=4k

FileSet {
Name = FS_PST
Include {
Options {
Signature = MD5
Plugin = "delta: min_size=512k"
}
File = /home/bacula
}
}

In this example, we split the FileSet to use the Delta plugin on PST files, and the standard compression for other files.

FileSet {
Name = FS_PST
Include {
Options {
Signature = MD5
Plugin = delta
WildFile = "*.pst"
}
File = c:/0Outlook
}
Include {
Options {
Signature = MD5
Compression = LZO
}
File = "C:/User"
}
}

In this example, only the MYI/MYD files are selected.

FileSet {
Name = FS_MYSQL

(continues on next page)
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Include {
Options {
Signature = MD5
Plugin = "delta"
Wildfile = "*.MYI"
Wildfile "% _MYD"
}
Options {
Plugin = "delta"
Exclude = yes
Wildfile = "*"
}
File = /var/lib/mysql
}

}

Requirements

To analyse differences between file versions, the delta plugin needs to store signatures in the working directory for
each file backed up. Those signatures require some space on your client machine, but don’t need to be backed up.
They are stored in the working/delta/ directory. At this time, Bacula will not cleanup the delta working directory,
however, you may want to remove entries after some time. You can use the following command for this purpose. Note
that you may need to adapt the 60 days parameter to your particular configuration to ensure that you do not remove
signatures that are still needed:

% find /opt/bacula/working/delta/ -type f -mtime +60 -exec rm -f {} \;

The delta plugin also needs to store information specific to backup jobs. This information is kept in the working/
delta.history file.

During restore, Bacula will restore the first backup of the file in a temporary location, then it will apply patches to the
temporary file for each incremental/differential backup that was made, finally Bacula will move the temporary file into
the right place. This means that you will need working storage to perform the restore. For example, to restore a 2G
file, you will need at least 4GB of temporary space.

Development Direction

We are considering implementing the following items in a future version:
* Store signatures in a more efficient way
* Cleanup signatures automatically
* Exclude some file type automatically (jpg, mpg, avi, mkv)

* Apply Delta patches “inplace” rather than using a temporary file
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Installation

The delta plugin is available as a Bacula Enterprise package for all supported platforms.

Note: More than with traditional Incremental backups, you need to ensure that all dependent jobs are available for
restore. If even one of your Incremental jobs is missing at restore time, Bacula will not be able to restore your file
correctly. In otherwords, if even a single delta is missing, the file cannot be reconstructed. As with normal backup,
using the Differential level permits reducing the number of Jobs that are required for restore.

Current Limitations

* On Windows, file attributes such as ACLs are not handled by the Delta plugin.
* The Delta plugin is not compatible with Base job level backups.
* The Delta plugin is not compatible with the sparse FileSet option.

¢ The Delta plugin is not compatible with other plugins in the same FileSet

1.2 Cloud

Cloud Backup

IT organizations are constantly being challenged to deliver high quality solutions with reduced total cost of ownership.
One of those challenges is the growing amount of data to be backed up, together with limited space to keep backups.
Another major challenge is to provide adequate off-site backup. Bacula offers several ways to tackle these challenges,
one of them being Bacula Cloud Backup, which writes Bacula Volumes to different types of cloud services.

This document is intended to provide insight into the considerations and processes required to successfully implement
this backup technique.

* Cloud accounts

* Cloud Backup

* Cloud Compatibility Considerations
* Cloud Costs

* Cloud Volume Architecture

* Cloud Restore

* Plugin installation

Commands, Resource, and Directives for Cloud

The Cloud Resource

Creating and Verifying your Cloud Account

File Driver for the Cloud

Statistic Explained

Limitations
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e Best Practices I

Bacula Systems has implemented drivers for backup and restore to and from several cloud services, whether public or
private. The architecture of the Bacula Enterprise cloud backup will provide the user with an array of features to keep
the cloud costs to a minimum and the performance to a maximum.

In a continuous effort to increase end user choices, Bacula Systems has broadened its offer of cloud plugins over the
last releases. You can now choose from the following plugins:

* S3/Amazon Cloud Plugin

* Azure Cloud Plugin

* Google Cloud Plugin

* Oracle Cloud Plugin

» Swift Object Storage Plugin

Each plugin can be purchased separately. A Cloud File driver, which is useful for testing the Cloud architecture without
requiring a Cloud account, is also included and could possibly be useful for a disk media device that is very slow.

Cloud accounts

You need to create an account with the different cloud providers (or use an existing one) before you can start to use one
of the cloud drivers for the Bacula Storage Daemon:

S3/Amazon

To configure a Bacula Storage daemon to use S3 cloud storage, you must have an account with an S3 compatible Cloud
service provider.

The S3 Cloud Plugin has been tested with:
* AWS: https://aws.amazon.com/
e Wasabi: https://wasabi.com/
* Backlaze: https://www.backblaze.com/

* Huawei Cloud Storage

Azure

We have tested our Azure implementation with Microsoft Azure account.

* https://azure.microsoft.com
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Google

* https://cloud.google.com/
Access to the Google Cloud Console is necessary:

* https://console.cloud.google.com/

Oracle

* https://cloud.oracle.com/

Cloud Backup

A major problem of Cloud backup is that data transmission to and from the Cloud is very slow compared to traditional
backup to disk or tape. The Bacula Cloud drivers provide a means to quickly finish the backups and then transfer the
data from the local cache to the Cloud in the background. This is done by first splitting the data Volumes into small
parts that are cached locally and then uploading those parts to the Cloud storage service in the background, either while
the job continues to run or after the backup Job has terminated. Once the parts are written to the Cloud, they may either
be left in the local cache for quick restores or they may be removed (truncate cache). Truncating cache volumes may
also be configured to occur automatically in the background during a job, or after the job has completed. Truncation
may also be disabled, or configured to be run manually.

Cloud Compatibility Considerations
S3/Amazon

The S3/Amazon driver is also compatible with any of the following cloud storage technologies:
* Ceph Object Storage, using S3 Gateway
» Swift3 Middleware for OpenStack Swift, using AWS Signature Version 4

Azure

Only Microsoft Azure Storage has been validated.

Cloud Costs

Note: General cost considerations

As you will already know, storing data in the cloud will create additional costs. Please see below information for the
different cloud providers.

Data transfer needs to be considered as well. While upload of data is typically free or very low cost, the download is
typically not free, and you will be charged which means that restores from the cloud can become expensive. Also note,
that when you write data to a volume with Bacula, some data will go the opposite direction for data verification and
other important tasks.

You might be able to reduce your storage costs by enabling one of Bacula’s available data compression techniques.
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S3/Amazon
S3/Amazon for instance has a pricing model for each of its storage tiers, and in addition the costs will vary with the

region you use:

* https://aws.amazon.com/s3/pricing/

Azure

With Azure redundancy might influence the price:

* https://azure.microsoft.com/en-us/pricing/details/storage/blobs/

Google

You can refer to the Google Cloud price calculator to estimate your storage costs.

* https://cloud.google.com/products/calculator/

Oracle

You can refer to the Oracle Cloud Cost Estimator to estimate your storage costs.
* https://cloud.oracle.com/en_US/cost-estimator

Remember that Bacula stores its parts to the Object Storage Oracle format. The bucket storage tier influences the price.

Swift

Use the Swift Storage price calculator to estimate your storage costs:

* https://www.swiftstack.com/pricing

Cloud Volume Architecture

In the picture above you see two Bacula Cloud Volumes (Volume00O1 and Volume0002) with their parts in the local
cache. Below the cache, one can see that Volume(0002 has been uploaded, or “synchronized” with the Cloud.

Note: Regular Bacula Disk Volumes are implemented as standard files that reside in the user defined Archive Device
directory. Each regular Bacula Disk Volume is just one file. On the other hand, Bacula Cloud Volumes are directories
that reside in the user defined Archive Device directory. Each Volume directory contains the Cloud Volume parts
which are implemented as numbered files (part.1, part.2, ...).
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Enterprise Edition 8.8 - Native Cloud Integration
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Fig. 4: Bacula Cloud Architecture
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Cloud Restore

During a restore, if the needed Cloud Volume parts are in the local cache, they will be immediately used, otherwise,
they will be downloaded from the cloud as necessary. In such a case, Bacula is efficient and attempts to be as cost
effective as possible by downloading only the actual parts of the Cloud Volumes required to perform the restore. The
restore starts with Cloud Volume parts already in the local cache but will wait in turn for any part that needs to be
downloaded. The downloads proceed in the background while the restore is running.

With most cloud providers uploads are free of charge. On the other hand, downloads of data from the cloud are usually
billed. By using local cache and multiple small parts, you can configure Bacula to substantially reduce your Cloud
download costs during restores.

The MaximumFileSize Device directive is still valid within the Storage Daemon and defines the granularity of a restore
chunk. In order to limit volume parts to download during a restore (especially when restoring single files), it might be
useful to set the MaximumFileSize to a value smaller than or equal to the MaximumPartSize.

Compatibility

Since a Cloud Volume contains the same data as an ordinary Bacula Volume, all existing types of Bacula data may be
stored in the cloud — that is client encrypted data, volumeencryption, compressed data, plugin data, etc. All existing
Bacula functionality, with the exception of deduplication, is available with the Bacula Cloud drivers.

Deduplication and the Cloud

At the current time, Bacula Global Endpoint Deduplication does not support writing to the cloud because the cloud
would be too slow to support large hashed and indexed containers of deduplicated data.

Virtual Autochangers and Disk Autochangers

If you use a Bacula Virtual Autochanger you will find it compatible with the new Bacula Cloud drivers. However, if you
use a third party disk autochanger script such as vchanger, unless or until it is modified to handle Volume directories,
it may not be compatible with Bacula Cloud drivers.

Security and Data Immutability

All data that is sent to and received from the cloud by default uses the HTTPS protocol, so your data is encrypted
while being transmitted and received. However, data that resides in the Cloud is not encrypted by default. If you wish
extra security of your data while it resides in the cloud, you should consider using Bacula’s PKI data encryption feature
during the backup or volumeencryption.

For additional protection against backup data loss, or for regulatory compliance reasons, cloud stored parts can be set
to be immutable, which means they can be downloaded from the cloud many times but uploaded to the cloud only once
(Write Once Read Many: WORM).

Bacula Cloud Plugin supports the immutability features available from different cloud providers. Immutability needs
to be configured externally in the destination storage entity (S3 Bucket, Azure Blob, Google Storage Bucket...) using
the available native tools from each provider. Further information about these features:

* S3 Object Lock: https://docs.aws.amazon.com/AmazonS3/latest/userguide/object-lock.html

e Azure Blob Immutable Storage: https://learn.microsoft.com/en-us/azure/storage/blobs/
immutable-policy-configure-container-scope?tabs=azure-portal
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* Google cloud Bucket Lock: https://cloud.google.com/storage/docs/bucket-lock

* Oracle cloud Retention Rules: https://docs.oracle.com/en-us/iaas/Content/Object/Tasks/usingretentionrules.
htm

Once the destination storage has immutability capabilities enabled, Bacula will work transparently with it. The only
requirement is to have greater Bacula retention for the implied volumes than the retention configured in the cloud.

Plugin installation
Cache and Pruning

The Cloud Cache is treated much like a normal Disk based backup, so that when configuring Cloud backups, the ad-
ministrator should take care to set “Archive Device” in the Device resource to a directory where he/she would normally
store data backed up to disk. Obviously, unless he/she uses the truncate/prune cache commands, the Archive Device
will continue to fill.

The retention of Cloud volumes in the local Cache is controlled per Volume with the new “CacheRetention” Volume
attribute. The default value is 0, meaning that the pruning of Cloud Cache Volumes is disabled. The new “CacheRe-
tention” attribute for Cloud Volumes is configured as a Directive in a Pool and is inherited by Cloud Volumes created
in this Pool just as with other inherited attributes for regular disk based Pools and Volumes.

The “CacheRetention” value for a volume may be modified with the bconsole “update” command.

Commands, Resource, and Directives for Cloud

To support Cloud backups in Bacula Enterprise 8.8 and newer there are new bconsole cloud commands, new Storage
Daemon directives, the new Pool directive mentioned above, and a new Cloud resource that is specified in the Storage
Daemon configuration.

Cloud Additions to the Director Pool Resource

Within the bacula-dir.conf file, for each Pool resource there is an additional CacheRetention directive that may be
specified.

For details, click here.

Cloud Additions to the Storage Daemon Device Resource

Within the bacula-sd.conf file, for each Device resource there is an additional keyword Cloud that must be specified
as the Device Type directive, and three new directives: MaximumPartSize, Maximum VolumeParts and Cloud.

For details, click here.
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SD Cloud Device Directives

* Device Type
* Cloud
* Maximum Part Size

¢ Maximum Volume Parts

Example Cloud Device Resource

The following is an example of a Bacula Cloud Device resource (more examples below):

Device {
Name = CloudStorage
Device Type = Cloud
Cloud = MyCloud
Archive Device = /opt/bacula/backups
Maximum Part Size = 10 MB
Media Type = CloudType
LabelMedia = yes
Random Access = Yes;
AutomaticMount = yes
RemovableMedia = no
AlwaysOpen = no

As you can see from the above example, the Cloud directive in the Device resource contains the name (MyCloud) of
the Cloud resource that is shown below. Note also the Archive Device is specified in the same manner as one would
use for a File device, that is, it simply points to a directory.

However, since this is a Cloud Device, instead of the Storage Daemon writing one file per Bacula Volume in this
directory, the Storage daemon will create one directory per Cloud Volume here, and in each of these Cloud Volume
directories, the Volume parts will be written.

With the above Device resource example, the two cache Volumes shown in figure Bacula Cloud Architecture above
would have the following layout on disk:

/opt/bacula/backups

/opt/bacula/backups/Volume®001
/opt/bacula/backups/Volume®001/part.
/opt/bacula/backups/Volume®001/part.
/opt/bacula/backups/Volume®001/part.
/opt/bacula/backups/Volume®001/part.

/opt/bacula/backups/Volume0002
/opt/bacula/backups/Volume®002/part.
/opt/bacula/backups/Volume®002/part.
/opt/bacula/backups/Volume®002/part.3

B W N -

N =
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The Cloud Resource

The Cloud resource has a number of directives that may be specified as shown in the examples below.

Not all of the directives are mandatory for each plugin (see remarks in individual subsections).

S3/Amazon

Amazon Driver

Important: The S3 Driver is now deprecated. If you are still using it, move from the S3 driver to the Amazon driver
with the same directives and parameters as they are most of them compatible. Both drivers come with the plugin Cloud
S3 or the package bacula-enterprise-cloud-storage-s3.

Note: Starting with Bacula Enterprise 16.0.6, the BlobEndpoint directive needs to be set when Amazon driver is
utilized with a non AWS cloud storage.

Default East USA Amazon Region (us-east-1):

Cloud {
Name = MyCloud
Driver = "Amazon"
HostName = "s3.amazonaws.com"
BucketName = "BaculaVolumes"
AccessKey = "BZIXAIS39DPOYNERS5DFZ"
SecretKey = "beesheeg7iTe®Gaexee7aedie4aWohfuewohGaa®"
Protocol = HTTPS
UriStyle = VirtualHost
Truncate Cache = AfterUpload
Upload = EachPart
Region = "us-east-1"
MaximumUploadBandwidth = 5MB/s

Amazon Central Europe Region (eu-central-1):

Cloud {
Name = MyCloud
Driver = "Amazon"
HostName = "s3-eu-central-1.amazonaws.com"
BucketName = "BaculaVolumes"
AccessKey = "BZIXAIS39DP9YNERSDFZ"
SecretKey = "beesheeg7iTe0Gaexee7aedie4aWohfuewohGaa®"
Protocol = HTTPS
UriStyle = VirtualHost
Truncate Cache = AfterUpload
Upload = EachPart
Region = "eu-central-1"
MaximumUploadBandwidth = 4MB/s
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For Amazon Simple Storage Service (Amazon S3) Regions, refer to http://docs.aws.amazon.com/general/latest/gr/
rande.html#s3_region to get a complete list of regions and corresponding endpoints and use them respectively as Region
and HostName directives.

For CEPH interface, use UriStyle = Path and set the BlobEndpoint:

Cloud {
Name = CEPH_S3
Driver = "Amazon"

HostName = ceph.mydomain.lan

BucketName = "CEPHBucket"

AccessKey = "xxxXXXxxxx"

SecretKey = "xxheeg7iTe®Gaexee7aedie4aWohfuewohxx0"
Protocol = HTTPS

Upload = EachPart

UriStyle = Path # Must be set for CEPH
BlobEndpoint = "https://ceph.mydomain.lan"

}
Azure
Cloud {
Name = MyCloud
Driver = "Azure"
HostName = "MyCloud" #not used but needs to be specified
BucketName = "baculaAzureContainerName"
AccessKey = "baculaaccess"

SecretKey = "/CswlSECRETUmZkfQ==""
Protocol = HTTPS
UriStyle = Path

Google

Since the Google CLI installation already requests credentials, and buckets created with gsutil already specify the
default localization, Bacula will detect them automatically.

Note: The only mandatory parameters are Name, Driver and the BucketName.

If you have configured gcloud init with the HOME=/opt/bacula/etc/google parameter, Bacula will search for
Google credentials automatically in /opt/bacula/etc/google.

Cloud {
Name = MyCloud
Driver = "Google"

BucketName = "MyBucket"
3

If your Google credentials are stored elsewhere, you can specify a custom gcloud configuration path through the
HostName attribute:
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Cloud {
Name = MyCloud
Driver = "Google"
BucketName = "MyBucket"
HostName = "/path/to/google-config/folder/"

Oracle

Since the OCI CLI installation requests credentials, and buckets created with oci already specify the default localization,
Bacula will detect these automatically.

Note: The only mandatory parameters are Name, Driver, BucketName and HostName.

The HostName holds the oci config file location (see Setup the OCI CLI config).

If you configured oci into /opt/bacula/etc/oci/, you don’t need to specify HostName:

Cloud {
Name = MyCloud
Driver = "Oracle" #mandatory

BucketName = "MyBucket" #mandatory
}

You can specify a custom oci config file through the HostName attribute:

Cloud {
Name = MyCloud
Driver = "Oracle" #mandatory

BucketName = "MyBucket" #mandatory
HostName = "/path/to/oci/config"

Swift

Note: The only mandatory parameters are Name, Driver, BucketName, HostName, Protocol, AccessKey and Se-
cretKey.

Cloud {
Name = MyCloud
Driver = "Swift" # mandatory
HostName = "MySwiftHost" # mandatory
Protocol = "http" # mandatory. Values: "http" or "https"
BucketName = "MySwiftContainer" # mandatory

AccessKey = "MySwiftUser" # mandatory
SecretKey = "MySwiftPassword" # mandatory
# optional directives

Truncate Cache = AfterUpload

(continues on next page)
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(continued from previous page)

}

Upload = EachPart
MaximumUploadBandwidth = 5MB/s

Plugin directives

The directives of the Cloud resource examples above are defined as follows:

Name The name of the Cloud resource, for instance MyCloud in some of the examples above.

Description The description is used for display purposes in Bweb as it is the case with all resources. Not shown
in examples above.

Driver This defines which driver to use. Valid options are (depending on the installed cloud driver): Amazon,
S3 (deprecated), Azure, Google, Oracle, Swift and File (File is used mostly for testing). Amazon is similar
to S3 but uses bacula-sd-cloud-aws-driver instead of bacula-sd-cloud-s3-driver. The specific differences for the
Cloud directives that are different in the File driver are discussed in the next section.

Host Name This directive specifies the hostname to be used in the URL. Each Cloud service provider has a
different and unique hostname. The maximum size is 255 characters. This directive is not used with the Azure
and Swift cloud drivers, but it needs to be specified with dummy data to satisfy the parser. For the Google driver
this directive needs to be specified when gcloud has been installed in a custom location. For the Oracle driver
this directive needs to be specified when the oci config file is installed in a custom location.

Bucket Name This directive specifies the bucket name that you wish to use on the Cloud service. This name
is normally a unique name that identifies where you want to place your Cloud Volume parts. With Amazon S3,
the bucket must be created previously on the Cloud service. With Azure Storage it is generally referred to as
Container and it can be created automatically by Bacula when it does not exist. With Google Cloud, the bucket
must be created previously on the Cloud service. With Oracle Cloud, the bucket must be created previously in
the OCI Console.

The maximum bucket name size is 255 characters.
Access Key The access key is your unique user identifier given to you by your cloud service provider.

This directive needs to be specified for Bacula Storage daemon compatibility but is not relevant with the Swift
driver.

Note: When dealing with the S3 Plugin (Amazon or S3 drivers), confirm the AccessKeyId value provided
by your S3 Cloud provider is compatible with the Amazon API as it doesn’t allow some special characters.

Secret Key The secret key is the security key that was given to you by your cloud service provider. It is equivalent
to a password.

This directive needs to be specified for Bacula Storage deamon compatibility but is not relevant with the Swift
driver.

Protocol The protocol defines the communication protocol to use with the cloud service provider. The two
protocols currently supported are: HTTPS and HTTP. The default is HTTPS.

Uri Style This directive specifies the URI style to use to communicate with the cloud service provider. The two
Uri Styles currently supported are: VirtualHost and Path. The default is VirtualHost.

Truncate Cache This directive specifies if and when Bacula should automatically remove (truncate) the local
cache Volume parts. Local cache Volume parts can only be removed if they have been successfully ploaded to
the cloud. The currently implemented values are:
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— No.. code-block:: none Do not remove cache Volume parts. With this setting, you must manually
delete the cache parts with a **bconsole Truncate Cache command, or do so with an Admin Job that
runs a Truncate Cache command. If not specified, this is the default.

— AfterUpload Each cache Volume part will be removed just after it is uploaded. Note, if this option is
specified, all restores will require a download from the Cloud.

— AtEndOfJob At the end of the Job, every part that has been successfully uploaded to the Cloud will be
removed (truncated). Note, if this option is specified, all restores will require a download from the Cloud.

» Upload This directive specifies when local cache Volume parts will be uploaded to the Cloud. The options are:

— Manual Do not upload Volume cache parts automatically. With this option you must manually upload the
Volume cache parts with a bconsole Upload command, or do so with an Admin Job that runs an Upload
command. If not specified, this is the default.

— EachPart With this option, each cache Volume part will be uploaded when it is complete i.e. when the
next Volume part is created or at the end of the Job.

— AtEndOfJob With this option all cache Volume parts that have not been previously uploaded will be
uploaded at the end of the Job.

* Maximum Concurrent Uploads The default is 3, but by using this directive, you may set it to any value that fits
your environment.

¢ Maximum Concurrent Downloads The default is 3, but by using this directive, you may set it to any value that
fits your environment.

* Maximum Upload Bandwidth The default is unlimited, but by using this directive, you may limit the upload
bandwidth used globally by all devices referencing this Cloud resource.

¢ Maximum Download Bandwidth The default is unlimited, but by using this directive, you may limit the down-
load bandwidth used globally by all devices referencing this Cloud resource.

» Region the Cloud resource may be configured to use a specific endpoint within a region. This directive is required
for AWS-V4 regions. ex: Region="eu-central-1"

S3 Glacier Flexible Retrieval and S3 Glacier Deep Archive directives

 TransferPriority (available with Bacula Enterprise 12.2.0 and later. S3 Glacier Flexible Retrieval and S3 Glacier
Deep Archive support is provided as a separate option in Amazon Glacier Instant Retrieval and Amazon Glacier
Deep Archive). When restoring directly a part from Glacier, this directive indicates the rehydration priority level.
Values can be High, Medium or Low. Default is High. Those values match respectively Expedited, Standard
and Bulk transfers tiers within S3.

* TransferRetention (available with Bacula Enterprise 12.2.0 and later. S3 Glacier Flexible Retrieval and S3
Glacier Deep Archive support is provided as a separate option in Amazon Glacier Instant Retrieval and Amazon
Glacier Deep Archive). This directive indicates the time S3 should keep the rehydrated part online. The value
should be at least 1 day. Default is 5 days.

Copyright © 2024 Bacula Systems. All trademarks are the property of their respective owners. 82



Azure directives

* BlobEndpoint this directive can be used to specify a custom URL for Azure Cloud blob
https://docs.microsoft.com/en-us/azure/storage/blobs/storage-custom-domain-name.

¢ EndpointSuffix use this directive to specify a custom URL postfix for Azure. Example:
EnbpointSuffix="core.chinacloudapi.cn"

Amazon directives

* BlobEndpoint (available with Bacula Enterprise 16.0.6 and later) this directive can be used to specify a custom
URL to Amazon S3 Cloud blob. Example: **BlobEndpoint="https://my.s3.endpoint™

Note: Starting with Bacula Enterprise 16.0.6, the BlobEndpoint directive needs to be set when Amazon driver is
utilized with a non AWS cloud storage.

 StorageClass (available with Bacula Enterprise 14.0.5 and later) this directive can be used to specify
the storageClass for all parts tranfered to the cloud, independently of the destination bucket class. Val-
ues can be S3Standard, S3StandardIA, S3IntelligentTiering, S30neZonelA, S3GlacierInstantRetrieval,
S3GlacierFlexibleRetrieval, S3GlacierDeepArchive, S3Rrs.

Creating and Verifying your Cloud Account
File Driver for the Cloud

As mentioned above, one may specify the keyword File on the Driver directive of the Cloud resource. Instead of
writing to the Cloud, Bacula will instead create a Cloud Volume but write it to disk. The rest of this section applies to
the Cloud resource directives when the File driver is specified.

The following Cloud directives are ignored: Bucket Name, Access Key, Secret Key, Protocol, Uri Style. The direc-
tives Truncate Cache and Upload work on the local cache in the same manner as they would for a Cloud.

Host Name, specifies the local destination directory for the Cloud Volume files, and this Host Name must be different
from the Archive Device name, or there will be a conflict between the local cache (in the Archive Device directory)
and the destination Cloud Volumes (in the Host Name directory).

As noted above, the File driver is mostly used for testing purposes. However, if you have a particularly slow backup
device you might want to stage your backup data into an SSD or disk using the local cache feature of the Cloud device,
and have your Volumes transferred in the background to a slow File device.

Statistic Explained

We have information about the upload of cloud volume part files in either the job log or in the output of the bconsole
“status storage” command when there is a cloud storage configured.

Job log example

20-Apr 16:31 bacula-sd JobId 27: Cloud Upload transfers:

20-Apr 16:31 bacula-sd JobId 27: cloudvolume-Vol-0001/part.1 state=done size=401.
—B duration=8s

20-Apr 16:31 bacula-sd JobId 27: cloudvolume-Vol-0001/part.2 state=done size=9.
=999 MB duration=17s (continues on next page)
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20-Apr 16:31 bacula-sd JobId 27: cloudvolume-Vol-0001/part.3 state=done size=9.
999 MB duration=17s
20-Apr 16:31 bacula-sd JobId 27: cloudvolume-Vol-0001/part.4 state=done size=9.

<5999 MB duration=14s

** Example of a bconsole status storage command output**

Cloud transfer status:

Uploads (1.642 MB/s) (ETA 0 s) Queued=0 0® B, Waiting=0 0O B, Processing=0 0 B,.
—Done=53 524.7 MB, Failed=0 ® B

Downloads (0 B/s) (ETA 0 s) Queued=0 0 B, Waiting=0 ® B, Processing=0 0 B, Done=0 0 B,
— Failed=0 0 B

We also have information in BWeb.

Duration value needs to be considered as the amount of time the cloud upload operation took. It can be for a single
part file or for multiple part files as multiple part files can be uploaded into the cloud. The main goal of the duration
value is to have an idea if something takes too long and it is possible that another process is affecting the cloud volumes
upload speed.

Timestamp in the job log of each part file upload doesn’t match exactly with the value of the part file in the remote
cloud as this value is the timestamp of the part file creation in the bucket and they can be different.

Uploads value (XXX KB/s) means that the upload rate is XXX KB/s. It is not a median of all the values uploaded, but
a rate of the last uploaded part file or even part files if they have been uploaded concurrently. So, the Uploads value is
not an average nor cumulative value.

On the other hand, the Queued, Waiting, and the Processing values are computed for all part files which been uploaded,
even from other jobs.

Then, the Done and Failed values are cumulative values since the Storage Daemon startup. As soon as the Storage
Daemon is restarted, these values are list and are reset to zero.

ETA = Data to transfer/global speed, and ETA for each transfer is the same, but applied only to the transfer. Different
ETAs are computed at a given time with the given resources allocated to the cloud transfer and the global network
capabilities. It’s done based on the last part transfer duration vs size. So it’s as close to an “instant” transfer rate that it
can be. The values can change over the time.

Limitations

* The support of Redhat 6 has been deprecated with Bacula Enterprise Cloud storage driver version 8.10.

* Maximum VolumeBytes and MaximumPoolBytes directives is not implemented in cloud volumes like in reg-
ular volumes. Other directives, like Maximum VolumeParts, VolumeUseDuration or Maximum VolumeJobs
(with concurrent jobs =1) must be used to set a limit on these volumes. The Maximum VolumeParts can be used
to limit the size of a cloud volume, used along with the MaximumPartSize directive. Setting MaximumPart-
Size will also help controlling the part size on the cloud.

* Onrestore, all cloud volume parts that are needed will be downloaded from the cloud into the local cache storage
before being transferred to the FD. This means that if you have a Full backup of 20TB (for example) that needs
to be restored, you will need to have at least 20TB of local cache storage available. Consider also, if there are
backups running at the time of restore, or if there are local cloud volume parts that have not yet been truncated,
there will be cloud storage space already in use so you will need to pay close attention before and during large
restores from the cloud to be sure that the local cloud cache storage space is not filled to capacity.
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Best Practices

* Set the MaximumFileSize to a value smaller than or equal to the MaximumPartSize as the MaximumPFileSize
defines the granularity of the restore chunk. Having the MaximumPFileSize directive defined this way will allow
Bacula to only download the required part file(s) to restore specific files and/or directories in the case of partial
restores, thus reducing download costs.

* Have a reasonable value configured for MaximumPartSize. Smaller part sizes will reduce restore costs, but
may require a small additional overhead to handle multiple parts. Also, some cloud providers limit the size of a
single object to be uploaded. A part file is considered a single object and it will use a single upload operation.
Thus you must set a value lower or equal than this limit for the MaximumPartSize, otherwise the upload of part
files will fail. Please confirm with your cloud provider the maximum object size upload, if any.

* Regularly run cloud upload and cloud truncate bconsole commands. They can be scheduled in an Admin
Job. Even when the Cloud resource is configured to automatically upload volume part files and/or truncate them
from the local cache, connection issues can prevent some part files from being successfully uploaded and a local
cache truncation may not occur for part files which have not yet been uploaded. It is recommended to retry
the volume part file upload and/or local cache truncation in the case of failures by manually running the cloud
upload and cloud truncate bconsole commands. You can also use a Bacula Admin Job that will retry the
part file upload automatically on a regular basis.

Please find an example for such an Admin Job that can be used to periodically trigger the cloud upload and the
cloud truncate commands:

Job {
Name = CloudUpload-adminjob
Type = Admin

Client = bacula-fd # any client can be used
Schedule = DailyCloudUpload
RunScript {
RunsOnClient = No
RunsWhen = Always
Console = "cloud upload storage=<cloud_storage_name> allpools"
Console = "cloud truncate storage=<cloud_storage_name> allpools"
}
Storage = <cloud_storage_name>
Messages = Default
Pool = Fake-pool
FileSet = Fake-fileset

e After a restore, the downloaded part files are not truncated from the local cache even if Truncate Cache is
configured in the Cloud resource (to truncate the local cache AfterUpload or AtEndOfJob). If you have your
environment configured to truncate the local cache after the part is successfully uploaded or at the end of a job,
we recommend to either manually truncate the local cache after the restore successfully finishes or to have it
truncated by an Admin Job that periodically truncates the local cache (the Admin Job as recommended in the
previous point).

e It is considered a best practice to set MaximumConcurentJobs = 1 in all of the Cloud Device resources
(DeviceType = Cloud) that are defined on the SD. This will guarantee that only one job is writing to the de-
vice at one time, so data belonging to different jobs will not be interleaved in the part files. When dealing with
cloud backups, this helps to minimize the overall download costs by downloading only the required part files
from specific backup jobs during a restore. Of course, you need to consider defining a larger number of Cloud
Devices, appropriate to the maximum number of jobs you are expecting to run concurrently.

» Retention locked objects (terminology varies among providers) can be used, but to avoid failures when Volumes

Copyright © 2024 Bacula Systems. All trademarks are the property of their respective owners. 85



are recycled, it is strongly recommended to have Bacula’s retention times set in a way that they expire only
after the object is no longer in retention. This applies particularly to VolumeRetention, but JobRetention can
indirectly affect Volume recycling too. If Bacula attempts to recycle a Volume that is still in locked state, the
corresponding job will fail, and the offending Volume will be marked with status Error.

Cloud Installation

Installation of the Cloud S3/Amazon plugin

Important: The S3 Driver is now deprecated. If you are still using it, move from the S3 driver to the Amazon driver
with the same directives and parameters as they are most of them compatible. The S3 and the Amazon driver are part
of the same package named bacula-enterprise-cloud-storage-s3.

Note: The difference between S3 and Amazon Drivers is that S3 uses libs3, while Amazon uses AWS CLI API. The
newest solution is the Amazon driver based on Amazon native library, while the S3 driver is based on unofficial S3
libraries. Amazon Driver is recommended as it is continuously supported and maintained, unlike S3 Driver.

AWS CLI is a requirement for the Cloud S3/Amazon Plugin. Refer to the AWS Documentation: https://aws.amazon.
com/

Both drivers S3 and Amazon drivers backup data to the cloud and are installed on the Storage Daemon. The Cloud S3
plugin backing up data from S3 cloud objects to the Storage Daemon can be found /ere.

On the Bacula Storage Daemon that you want to connect to your cloud storage, extend the repository file for your
package manager to contain a section for the Cloud plugin. For example in Redhat/CentOS 7, /etc/yum.repos.d/
bacula.repo:

[Bacula]

name=Bacula Enterprise
baseurl=https://www.baculasystems.com/dl/@customer-id@/rpms/bin/@version@/rhel7-64/
enabled=1

protect=0

gpgcheck=0

[Bacula EnterpriseCloudPlugin]

name=Bacula Enterprise Cloud Plugin
baseurl=https://www.baculasystems.com/dl/@customer-id@/rpms/cloud-s3/@version@/rhel7-64/
enabled=1

protect=0

gpgcheck=0

or in Debian Stretch, /etc/apt/sources.list.d/bacula.list:

#Bacula Enterprise deb
https://baculasystems.com/dl/@customer-id@/debs/bin/@version@/stretch-64/
stretch main deb
https://baculasystems.com/dl/@customer-id@/debs/cloud-s3/@version@/stretch-64/
stretch cloud-s3

Then perform a yum update or apt-get update, and after that install the package bacula-enterprise-cloud-storage-
s3.

Copyright © 2024 Bacula Systems. All trademarks are the property of their respective owners. 86



https://aws.amazon.com/
https://aws.amazon.com/

Installation of the S3/Amazon Glacier plugin (Deprecated)

Important: This section is deprecated. It is recommended to use the “Amazon Driver” for the Glacier feature which
does not need any additional package or plugin.

Note: Prerequisite: bacula-enterprise-cloud-storage-glacier requires bacula-enterprise-cloud-storage-s3 to be in-
stalled first.

Additionally, if you also purchased the Glacier plugin (available with Bacula Enterprise 12.2.0 and later), extend the
repository file for your package manager to contain a section for the Glacier plugin. For example in Redhat/CentOS 7,
/etc/yum.repos.d/bacula.repo:

name=Bacula Enterprise
baseurl=https://www.baculasystems.com/dl/@customer-id@/rpms/bin/@version@/rhel7-64/
enabled=1

protect=0

gpgcheck=0

[Bacula EnterpriseCloudPlugin] name=Bacula Enterprise Cloud Plugin
baseurl=https://www.baculasystems.com/dl/@customer-id@/rpms/cloud-s3/@version@/rhel7-64/
enabled=1

protect=0

gpgcheck=0

[Bacula EnterpriseGlacierPlugin] name=Bacula Enterprise Glacier Plugin
baseurl=https://www.baculasystems.com/dl/@customer-id@/rpms/cloud-glacier/@version@/
—rhel7-64/

enabled=1

protect=0

gpgcheck=0

or in Debian Stretch, /etc/apt/sources.list.d/bacula.list:

#Bacula Enterprise deb
https://baculasystems.com/dl/@customer-id@/debs/bin/@version@/stretch-64/ stretch main.,
—deb

https://baculasystems.com/dl/@customer-id@/debs/cloud-s3/@version@/stretch-64/ stretch.,
—cloud-s3 deb
https://baculasystems.com/dl/@customer-id@/debs/cloud-glacier/@version@/stretch-64/.
—stretch cloud-glacier

Then perform a yum update or apt-get update, and after that the package bacula-enterprise-cloud-storage-s3 and,
optionally, bacula-enterprise-cloud-storage-glacier can be installed with yum install or apt-get install.

If you prefer to manually install the packages, you can also download them from your download area, and use one of
the low level package manager tools (rpm or dpkg) to do the plugin installation.

See also:

To check what to do next after the plugin installation, click here.

Copyright © 2024 Bacula Systems. All trademarks are the property of their respective owners. 87




Installation of the Cloud Azure plugin
Installation of the Azure CLI

Previous to the plugin installation, the corresponding distribution package of the CLI must be installed.
For Redhat/CentOS 7, refer to:
* https://docs.microsoft.com/en-us/cli/azure/install-azure-cli-yum?view=azure-cli-latest
For Debian or Ubuntu, refer to:
* https://docs.microsoft.com/en-us/cli/azure/install-azure-cli-apt?view=azure-cli-latest
For other platforms, refer to:

* https://docs.microsoft.com/en-us/cli/azure/install-azure-cli?view=azure-cli- latest

Installation of the plugin

On the Bacula Storage Daemon that you want to connect to your cloud storage, extend the repository file for your
package manager to contain a section for the Cloud plugin.

For example in Redhat/CentOS 7, /etc/yum.repos.d/bacula.repo:

[Baculal

name=Bacula Enterprise
baseurl=https://www.baculasystems.com/dl/@customer-id@/rpms/bin/@version@/rhel7-64/
enabled=1

protect=0

gpgcheck=0

[Bacula EnterpriseCloudPlugin]

name=Bacula Enterprise Cloud Plugin
baseurl=https://www.baculasystems.com/dl/@customer-id@/rpms/cloud-azure/@version@/rhel7-
64/

enabled=1

protect=0

gpgcheck=0

or in Debian Stretch, /etc/apt/sources.list.d/bacula.list:

#Bacula Enterprise

deb https://baculasystems.com/dl/@customer-id@/debs/bin/@version@/stretch-64/ stretch.
—.main

deb https://baculasystems.com/dl/@customer-id@/debs/cloud-azure/@version@/stretch-64/.
—stretch cloud-azure

Then perform a yum update or apt-get update, and after that the package bacula-enterprise-cloud-storage-azure
can be installed with yum install or apt-get install.

If you prefer to manually install the packages, you can also download them from your download area, and use one of
the low level package manager tools (rpm or dpkg) to do the plugin installation.
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Installation of the Cloud Google plugin

On the Bacula Storage Daemon that you want to connect to your cloud storage, extend the repository file for your
package manager to contain a section for the Cloud plugin. For example in Redhat/CentOS 7, /etc/yum.repos.d/
bacula.repo:

[Bacula]

name=Bacula Enterprise
baseurl=https://www.baculasystems.com/dl/@customer-id@/rpms/bin/@version@/rhel7-64/
enabled=1

protect=0

gpgcheck=0

[Bacula EnterpriseCloudPlugin]

name=Bacula Enterprise Cloud Plugin
baseurl=https://www.baculasystems.com/dl/@customer-id@/rpms/cloud-google/@version@/rhel7-
.64/

enabled=1

protect=0

gpgcheck=0

or in Debian Stretch, /etc/apt/sources.list.d/bacula.list

#Bacula Enterprise

deb https://baculasystems.com/dl/@customer-id@/debs/bin/@version@/stretch-64/ stretch.
—main

deb https://baculasystems.com/dl/@customer-id@/debs/cloud-google/@version@/stretch-64/.
—stretch cloud-google

Then perform a yum update or apt-get update, and after that the package bacula-enterprise-cloud-storage-google
can be installed with yum install or apt-get install.

If you prefer to manually install the packages, you can also download them from your download area, and use one of
the low level package manager tools (rpm or dpkg) to do the plugin installation.

Installation of the Cloud Oracle plugin

On the Bacula Storage Daemon that you want to connect to your cloud storage, extend the repository file for your
package manager to contain a section for the Cloud plugin. For example in Redhat/CentOS 7, /etc/yum.repos.d/
bacula.repo:

[Baculal

name=Bacula Enterprise
baseurl=https://www.baculasystems.com/dl/@customer-id@/rpms/bin/@version@/rhel7-64/
enabled=1

protect=0

gpgcheck=0

[Bacula EnterpriseCloudPlugin]

name=Bacula Enterprise Cloud Plugin
baseurl=https://www.baculasystems.com/dl/@customer-id@/rpms/cloud-oracle/@version@/rhel7-
64/

enabled=1

(continues on next page)

Copyright © 2024 Bacula Systems. All trademarks are the property of their respective owners. 89




(continued from previous page)

protect=0
gpgcheck=0

or in Debian Stretch, /etc/apt/sources.list.d/bacula.list

#Bacula Enterprise

deb https://baculasystems.com/dl/@customer-id@/debs/bin/@version@/stretch-64/ stretch.
—main

deb https://baculasystems.com/dl/@customer-id@/debs/cloud-oracle/@version@/stretch-64/.
—»stretch cloud-oracle

Then perform a yum update or apt-get update, and after that the package bacula-enterprise-cloud-storage-oracle
can be installed with yum install or apt-get install.

If you prefer to manually install the packages, you can also download them from your download area, and use one of
the low level package manager tools (rpm or dpkg) to do the plugin installation.

Installation of the Cloud Swift plugin

On the Bacula Storage Daemon that you want to connect to your cloud storage, extend the repository file for your
package manager to contain a section for the Cloud plugin. For example in Redhat/CentOS 7, /etc/yum.repos.d/
bacula.repo:

[Bacula]

name=Bacula Enterprise
baseurl=https://www.baculasystems.com/dl/@customer-string@/rpms/bin/@version@/rhel7-64/
enabled=1

protect=0

gpgcheck=0

[Bacula EnterpriseCloudPlugin]

name=Bacula Enterprise Cloud Plugin
baseurl=https://www.baculasystems.com/dl/@customer-string@/rpms/cloud-swift/@version@/
—rhel7-64/

enabled=1

protect=0

gpgcheck=0

or in Debian Jessie, /etc/apt/sources.list.d/bacula.list:

#Bacula Enterprise

deb https://www.baculasystems.com/dl/@customer-string@/debs/bin/@version@/jessie-64/.
—,jessie main

deb https://www.baculasystems.com/dl/@customer-string@/debs/cloud/@version@/jessie-64/.,
—.jessie cloud

Then perform a yum update or apt-get update, and after that the package bacula-enterprise-cloud-storage can be
installed with yum install or apt-get install. On CentOS 7 the EPEL package needs to be installed to avoid a
dependency problem with libxml++.

If you prefer to manually install the packages, you can also download them from your download area, and use one of
the low level package manager tools (rpm or dpkg) to do the plugin installation.
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S3/Amazon Account Management

Important: The S3 Driver is now deprecated. If you are still using it, move from the S3 driver to the Amazon driver
with the same directives and parameters as they are most of them compatible.

Create an Account

Amazon offers high-level S3 commands with the AWS Command Line Interface. The tool (aws) is mandatory for the
Bacula Amazon driver to work. It can also be used to verify manually your account and list everything you have stored
in you Amazon S3 buckets. The advantage of testing your setup with the aws command is that the same Amazon
credentials are used in accessing S3 via aws as in the Bacula Cloud resource.

Go to the following link and create an S3/Amazon account.
* https://aws.amazon.com/s3

Then you might want to use the S3/Amazon tutorial. Note that some of the information in the tutorial is repeated below
for your convenience.

* https://aws.amazon.com/s3/getting-started/

Install the AWS Command Line Interface

A guide which explains how to install the AWS Command Line Interface (CLI) can be found here:
* http://docs.aws.amazon.com/cli/latest/userguide/installing.html
We chose pip to install the AWS CLI. Amazon recommends to have at least Python version 2.7.

Make sure that Python is installed:

[root@localsdl ~]# python --version
Python 3.10.6
[root@localsdl ~]#

The pip tool was not installed in our case which can be checked with:

[root@localsdl ~]# pip --help
-bash: pip: command not found
[root@localsdl ~]#

Installation is easy (but produces warnings with Python versions < 2.7):

[root@localsdl ~]# curl -0 https://bootstrap.pypa.io/get-pip.py
[root@localsdl ~]# python get-pip.py

Once you have pip, you can install the AWS CLI and check if the installation was successful:

[root@localsdl ~]# pip install awscli
[root@localsdl ~]# aws help
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Define user and export credentials

This step is not mandatory if you plan to use aws only thru the Bacula Amazon cloud driver, since Bacula will auto-
matically use the Bacula Cloud resource credentials, but it is recommended for using aws as a standalone command
line interface.

To be able to access your S3/Amazon buckets, you will need to create an authorized user in the web interface: Services
— Security & Identity — IAM. Attach the policy AmazonS3FullAccess to this user. Create access keys in the web
portal (tab Security Credentials in IAM) and export them as a CSV file.

Use the configure command:

[root@localsdl ~]# aws configure

to store the credentials locally (see also http://docs.aws.amazon.com/cli/latest/userguide/cli-chap-getting-started.html)

Create a Bucket in S3/Amazon

Log into your AWS console (https://aws.amazon.com/console/), select the correct region, and choose Services — Stor-
age & Content Delivery — S3. Create a bucket and give it a unique name. In our test scenario we created a bucket
called bsyssdsync with one folder volumes inside it.

You can also create the bucket with the AWS Command Line Interface:

[root@localsdl ~]# aws s3api --endpoint-url="https://s3.amazonaws.com' \
create-bucket --bucket bsyssdsync

Copy and sync files

You can list your S3/Amazon buckets with:

[root@localsdl ~]# aws s3 1s
2016-04-11 21:13:02 bsyssdsync
[root@localsdl ~]#

To copy volumes from your local SD to the cloud, use:

[root@localsdl ~]# cd /srv/bacula-storage

[root@localsdl bacula-storagel# 1s

Vol-0002 Vol-0005

[root@localsdl bacula-storagel]#

[root@localsdl bacula-storagel]# aws s3 cp Vol-0002 s3://bsyssdsync/volumes/
upload: ./Vol-0002 to s3://bsyssdsync/volumes/Vol-0002

[root@localsdl bacula-storage]#

This of course only makes sense when you have only one job per volume and your volumes are marked Full by Bacula
after the job. You could trigger the upload to the cloud in a RunScript after the job and then delete the local copy. You
would have to make sure though that in the restore case all volumes are available again in the local file system.

The aws s3 cp works in both directions:

[root@localsdl ~]# aws s3 cp <source> <destination>
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and behaves like the UNIX cp command (more details: http://aws.amazon.com/cli/). However, when you have more
than one job per volume, and volumes with fixed maximum size configured in Bacula, you will want to sync the
directory with Bacula volumes to S3. The AWS CLI has a command for that:

[root@localsdl ~]# aws s3 sync /srv/bacula-storage s3://bsyssdsync/volumes

In this case you would identify Full volumes with a Bacula Catalog query and delete them after all backups have been
run and the volumes have been synced. Again, you will need to make sure that they are available when you want to
restore data.

When it comes to Bacula reusing volumes (after the configured retention times have passed), you would probably use a
different configuration approach in a cloud scenario: Configure retention times to be indefinitely long (i.e. years), the
volumes will be synced away into the cloud, deleted from disk, and then you will use Amazon mechanisms to tier the
volumes to less expensive storage, from

General Purpose (Amazon S3 Standard)
I
Infrequent Access (Amazon S3 Standard - Infrequent Access)
J
Archive (Amazon Glacier)

and finally delete them. Learn more about Amazon Storage Classes: https://aws.amazon.com/s3/storage-classes/. Poli-
cies can be set for each bucket independently in the AWS web portal.

S3/Amazon Glacier Instant/Flexible Retrieval

Another effective strategy is to use Bacula direct restoration from S3/Amazon Glacier Instant/Flexible Retrieval (avail-
able with Bacula Enterprise 12.2.0 and later) or S3/Amazon Glacier Deep Archive (available with Bacula Enterprise
14.0.0 and later). Configure the bucket lifecycle to automatically handle transition to S3 Glacier Instant/Flexible Re-
trieval or S3/Amazon Glacier Deep Archive after backup:

* https://docs.aws.amazon.com/en_pv/AmazonS3/latest/user-guide/create-lifecycle.html

and use the TransferPriority and TransferRetention Cloud directives to configure rehydration before restoration. See
S3 Glacier Flexible Retrieval and S3 Glacier Deep Archive directives for details. Bacula will monitor the rehydration
process until its completion and proceed normally with parts download and restoration afterwards.

S3/Amazon Glacier Deep Archive

Bacula direct restoration can also be used to restore from S3/Amazon Glacier Deep Archive (available with Bacula
Enterprise 12.2.0 and later. S3/Amazon Glacier Instant Retrieval and S3/Amazon Glacier Deep Archive support is
provided as a separate option). Configure the bucket lifecycle to automatically handle transition to S3/Amazon Glacier
Deep Archive after backup:

* https://docs.aws.amazon.com/en_pv/AmazonS3/latest/user-guide/create-lifecycle.html

and use the same TransferPriority and TransferRetention Cloud directives as for Glacier to configure rehydration
before restoration. see S3 Glacier Flexible Retrieval and S3 Glacier Deep Archive directives for details. Bacula will
monitor the rehydration process until its completion and proceed normally with parts download and restoration after-
wards.
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Time coordination

It seems that S3/Amazon syncing is sensitive to clock differences. If you get a S3-RequestTimeTooSkewed error during
aws s3 sync you should use Amazon NTP servers:

* http://www.emind.co/how-to/how-to-fix-amazon-s3-requesttimetooskewed

S3 Object Lock

If Object Lock is configured on your target bucket, do not use the S3 driver to backup to it, but rather the more
recent Amazon driver, by changing the Driver keyword of the Cloud resource in your SD configuration from “S3” to
“Amazon”.

Azure account management
Create a Microsoft Azure account

Please go to the following link and create an Microsoft Azure account. Trials are available.
* https://azure.microsoft.com
Then follow the following link to login.

* https://portal.azure.com

Configure your Azure Blob Storage

You have to do a few configuration steps to prepare your Azure portal for backup with Bacula Enterprise. The Bacula
Systems Support Team can provide screenshots for the below steps upon request.

1. Login to your Azure portal and create a new Storage account that you either assign to an existing resource group
(or you can also create a new one on the fly).

2. Give it a name; Must be lowercase letters and numbers only, and must be unique in all of Azure In the “Account
kind” field select “Blob storage” For “Resource Group”, click “Use existing”, then choose the Resource Group
from the drop-down Click on “Create” to save. This may take a minute to deploy.

3. Select the new storage account in your Storage accounts overview page and navigate to Settings and then Access
keys to retrieve the Secret Key that you will need to specify in your Bacula Storage Daemon configuration. The
Storage account Name will be the Access Key in your Cloud resource in bacula-sd. conf.

4. Now click on Blob service — Containers to create a new container with public access level Blob (anonymous
read access for blobs only). This will be the BucketName that we use in the Bacula Cloud resource.

5. Confirm that the Settings in the Azure portal which were just created/edited match the Bacula Cloud resource
config file.

Stop the bacula-sd daemon: systemctl stop bacula-sd
Test the SD config syntax: /opt/bacula/bin/bacula-sd -u bacula -t

Start the bacula-sd daemon: systemctl start bacula-sd

© ® =2

Run a backup job to the Azure storage.
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GCP account management

The Python application gsutil lets you access Cloud Storage from the command line. It is part of the Google Cloud
SDK which installation is platform dependent.

Please, browse to this location:
* https://cloud.google.com/sdk/docs/
Choose your platform and follow the google-cloud-sdk installation steps:

Debian/Ubuntu. Follow the installation steps up to apt-get install google-cloud-sdk. Optional
steps are not required.

RedHat/Centos. Follow the installation steps up to yum install google-cloud-sdk. Optional steps
are not required.

Initialize Cloud Platform access

In order to authorize the bacula user to access Google Cloud Platform through gsutil, run the setup_google_cloud_cli
script located in /opt/bacula/scripts as root to guide you through this steps.

You will be asked for your account information and to select or create a project. These project and credentials will later
be used by the Plugin.

Alternativelly, you can lauch the following command as root:

sudo -u bacula HOME=/opt/bacula/etc/google gcloud init

The Google credentials will be stored inside /opt/bacula/etc/google and will belong to the unix user “bacula”.
To use another location, it will be required to adapt the Cloud resource definition.

Create a Bucket in Google Cloud

There are at least 2 ways you can use to create a Bucket in your selected project. We recommand to use the web console
since it’s giving you usefull information on fields and pricing.

Use the web console

Log into the web console:
* https://console.cloud.google.com/

From the top right menu, select Storage, then click Create Bucket. Specify the name, class and location of the bucket
with the help of context menus. Click Create.
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Use the command line mb (make bucket) gsutil command

From a terminal, type:

gsutil mb [-c class] [-1 location] gs://<some-bucket>

* class. Optional. The storage class you choose for this bucket (see https://cloud.google.com/storage/docs/
storage-classes for details).

¢ location. Optional. The storage region location you choose for this bucket (see https://cloud.google.com/storage/
docs/bucket-locations for details).

* <some-bucket> is your bucket name.

The storage class influences the storage price. Depending on your backup strategy, nearline or even coldline might be
the most appropriated classes.

Configure objects to be retention locked

This configuration is optional
Retention locking of objects can provide additional security against premature loss of backup data.

See https://cloud.google.com/storage/docs/bucket-lock for details.

For an existing bucket, use

gsutil retention set <seconds>s gs://<some-bucket>/

* <seconds> is the number of seconds an object is going to be locked.
* <some-bucket> is the name of an existing bucket used to store backups in, probably one just created.

To verify retention lock time, use a command such as

gsutil retention get gs://<some-bucket>/

Oracle cloud account management
Cloud Account

To configure your Bacula Storage daemon with Oracle Cloud Infrastructure, you need to create an account through the
Oracle Cloud portal.

* https://cloud.oracle.com/

Note that the registration process requires a Default Data Region. Bacula Storage deamon stores to the Oracle Cloud
Object Storage. Make sure you that you select a region that supports it. See the following link for details on regions

* https://cloud.oracle.com/data-regions/

Once you’ve entered the required information, you should be granted access to the Oracle Services Dashboard and
receive a confirmation e-mail containing a link to connect the Oracle Services Dashboard.
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Obtain Oracle Cloud Infrastructure Console URL

For the next operations, you’ll need to access your Oracle Cloud Infrastructure Console. Follow the next steps to retrieve
the OCI Console URL. (If you already know your OCI console URL, you can skip this section.)

* Follow the link provided in the registration e-mail to reach the Services Dashboard.

* In the top right corner of the Dashboard, select you account Icon and choose My Admin Accounts from the
drop down menu.

e From the Administrative Accounts list Copy the URL associated to Compute (OCI) Users. That the URL is
region-based. It should start like this: https://console.<region>.oraclecloud.com/. ..

Keep track of this URL, it’s your main access point to the Oracle Storage.

Create a Bucket in Oracle Cloud

Before starting using Plugin, you need to create a Bucket in your Oracle Cloud Infrastructure Console. Bacula will
create all its backup volumes in this Bucket.

1. Browse to your OCI Console
2. From the top left Menu, select Object Storage
3. Click Create Bucket
4. Fill the different creation fields, specifically:
* Bucket Name: Will be used as specified here within the Bacula Cloud Resource

¢ Storage Tier: The bucket Storage Tier influences the storage price and cannot be changed afterward: https:
/Icloud.oracle.com/storage/archive-storage/faq

Standard will provide instant access to the bucket objects, while with Archive you’ll have to manually restore
your objects with the OCI client before Bacula can restore them: https://docs.cloud.oracle.com/iaas/tools/
oci-cli/latest/oci_cli_docs/cmdref/os/object/restore.html

» Tags: Tags can be attached to your bucket to organize your tenancy. Bacula will not consider them.
Retrieve the OCID keys
These keys are required to complete OCI Command Line Interface installation.

Tenancy’s OCID

The tenancy OCID is in the Console in the Tenancy Details page: From the OCI Console, open the User menu in the
top right corner and click The tenancy OCID is shown under Tenancy Information.
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User’s OCID

The user OCID is in the Console in the User Settings page: From the OCI Console, open the User menu in the top
right corner and click The user OCID is shown under User Settings.

Install the OCI Command Line Interface tool

The OCI Command Line Interface (CLI) is a Python application that allows access to Oracle Cloud Storage from the
command line. Its installation is platform dependent as described in:

* https://docs.cloud.oracle.com/iaas/Content/ API/SDKDocs/cliinstall.htm
Since you should be running on a Unix-like platform, run the following bash command as root:

The installed binaries must be on the path so it’s important to modify the default location. We recommand installing
in /usr/local/bin

¢ install location should be changed to /usr/local/lib/oracle-cli
* OCI executable location should be changed to /usr/local/bin
* OCI scripts location should be changed to /usr/local/bin/

* later on, you may be asked to modify the path. Answer no.

Eventually, you should get prompted with Installation successful.

Setup the OCI CLI config

Once the OCI CLI has been installed, you can run the setup_oracle_cloud_cli script located in /opt/bacula/scripts as
root to guide you through this step.

You’ll be asked to provide the following information:
* config location. Replace with /opt/bacula/etc/oci/config
* user OCID.
e tenancy OCID.
* region:

* RSA key pair. The script can generate it for you or you can provide your own: https://docs.cloud.oracle.com/
iaas/Content/ API/Concepts/apisigningkey.htm.

Make sure to locate them in /opt/bacula/etc/oci.

Alternativelly, you can manually run

sudo -u bacula /usr/local/bin/oci setup config
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Upload public pem key to the OCI Console

Next the public key must be uploaded to the OCI Console. The public key is named oci_api_key_public.pem and
is located in /opt/bacula/etc/oci. View the details for the user who will be calling the API with the key pair: Click
Identity, Users, and then select the user from the list. Click Add Public Key. Paste the contents of the PEM public
key in the dialog box and click Add.

Retrieve the Bucket namespace and the compartment id

From the OCI Console, open the navigation menu in the top left corner. Select Object Storage, then the Bucket used
for Bacula backup. In the Bucket Information, note the namespace and copy the compartment id.

Compartment permissions

It may be necessary to set advanced policies such as below in order to allow access to the bucket:

allow group GROUPNAME to manage buckets in compartment COMPARTMENTNAME
allow group GROUPNAME to use buckets in compartment COMPARTMENTNAME

allow group GROUPNAME to manage objects in compartment COMPARTMENTNAME

Create the resource control file

Edit the config file (should be /opt/bacula/etc/oci/config) and add the following section

[CLI]

# globally scoped default for all operations with a -compartment-id parameter
compartment-id = <compartment-id>

# globally scoped default for all operations with a -namespace parameter
namespace = <namespace>

[OCI_CLI_SETTINGS]
default_profile=CLI

Replace <compartment-id> and <namespace> with the values you retrieved in Retrieve the Bucket namespace and the
compartment id. Save the config file.

Test OCI CLI

In a terminal, type on the same line:

sudo -u bacula /usr/local/bin/oci os object list -bn MyBucket --cli-rc-file /opt/bacula/
—.etc/oci/config --config-file /opt/bacula/etc/oci/config

Where MyBucket is the name of the bucket created in Create a Bucket in Oracle Cloud.

You should get no error message and the following reply:
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"prefixes": []

Swift account management
Install the python-swiftclient Command Line Interface tool

Openstack provides a Python application that lets you access their Cloud Storage from the command line. It is part of
the Swift Stack which installation is platform dependent as described here: https://pypi.org/project/python-swiftclient/

Choose your platform and follow the installation steps accordingly.

1.3 Tape

SAN Tape Shared Storage Option

e QOverview

* SAN Backup

e Status Command

Overview

This white paper presents various techniques and strategies for tape backup on SAN networks using the tape Shared
Storage option (plugin) with Bacula Enterprise.

Scope

The current version of the Shared Storage plugin supports SCSI persistent reservation using SPC-3 on tape drives in
Bacula Enterprise and later. The older form of SPC-2 SCSI reserve is not supported by Bacula Enterprise.

SAN Backup

A SAN network of SCSI devices has several advantages over a LAN (Ethernet) network.

Faster Generally a SAN is faster than a LAN. SANs are typically 2Gb to 10Gb while LANSs are commonly 1Gb (there
are, of course, 10GB LANS).

Connectivity Ina SAN, each SCSI device appears to each of the hosts connected to the SAN (unless you use zoning or
VLAN techniques). This has the advantage that a tape library (autochanger) can appear to be a directly connected
SCSI device to two or more servers at the same time.

Backups Since the SCSI devices (tapes) appear to be directly connected, backups are faster and do not involve sending
data over the LAN (LAN-free-backup).

The problem with backing up multiple servers at the same time to the same tape library (or autoloader) is that if both
servers access the same tape drive same time, you will very likely get data corruption. This is where the Bacula
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Enterprise shared storage plugin comes into play. The plugin ensures that only one server at a time can connect to
each device (tape drive) by using the SPC-3 SCSI reservation protocol.

Using Shared Storage

To use the shared storage plugin with Bacula Enterprise, you must have the shared storage plugin (shstore) installed
and configured, you must have a tape library (autochanger) that supports the SPC-3 protocol, and you must install a
package named sg3_utils on either a RedHat or Ubuntu system.

The next few sections describes how to install, configure, and use the shared storage option.

Packages

First you must have a working Bacula with multiple Storage daemons installed, and on each of the machines with the
Storage daemons, you must install the shstore plugin package.

A package is available for RedHat Enterprise and Ubuntu LTS. Contact Bacula System to get them. A version for
Solaris may be available on request, but is not currently implemented.

# rpm -ivh bacula-enterprise-shstore_6.0.0.rpm
or
# dpkg -i bacula-enterprise-shstore_6.0.0.deb

These packages will ensure that your Bacula Enterprise version is compatible with the shstore plugin and will install
shstore-sd.so and storage-ctl programs.

/opt/bacula# 1s plugins/shstore* scripts/storage®

-rwxr-x--- 1 bacula tape 60463 Dec 15 12:27 plugins/shstore-sd.so
-rwxr-x--- 1 bacula tape 7147 Dec 15 11:44 scripts/storage-ctl
-rwxr-x--- 1 bacula tape 589 Dec 15 11:44 scripts/storage-ctl.conf

It is also possible to install packages through your package managing system (apt, or yum).

Example:

% grep bacula /etc/apt/sources.list

deb https://www.baculasystems.com/dl/<customer>/debs/main/6.0.0/squeeze-64 squeeze main
deb https://www.baculasystems.com/dl/<customer>/debs/shstore/6.0.0/squeeze-64 squeeze.
-»shstore

If you have troubles to setup your package manager, feel free to contact Bacula Systems support team.

Director Configuration Version 6.0.1

This section only applies to Bacula Enterprise version 6.0.1. For later versions of Bacula Enterprise, this section no
longer applies, please see the next section.

The Shared Storage directive should be used when using the SAN Shared Storage plugin or when accessing from the
Director Storage resources directly to Devices of an Autochanger.

Director {
Name = bacula-dir
Shared Storage = yes # Not used in version 6.0.2

(continues on next page)
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When sharing volumes between different Storage resources, you will need to execute the reset-storageid script before
using the update slots command. This script can be scheduled once a day in a CRON or Admin job.

$ /opt/bacula/scripts/reset-storageid MediaType StorageName
$ bconsole
* update slots storage=StorageName drive=0

The above is not used in version 6.0.2, please see below.

Director Configuration Version 6.0.2

The Share Storage directive is removed in Bacula Enterprise 6.0.2, and the reset-storageid script and update slots
command described above are no longer needed in Bacula Version 6.0.2. However, to make Bacula function properly,
you must adapt your bacula-dir.conf Storage directives.

Each autochanger that you have defined in an Autochanger resource in the Storage daemon’s bacula-sd.conf file, must
have a corresponding Autochanger resource defined in the Director’s bacula-dir.conf file. Normally you will already
have a Storage resource that points to the Storage daemon’s Autochanger resource. Thus you need only to change the
name of the Storage resource to Autochanger. In addition no Autochanger = yes directive is needed in the Director’s
Autochanger resource.

In addition to the above change (Storage to Autochanger), you must modify any additional Storage resources that
correspond to devices that are part of the Autochanger device. Instead of the previous Autochanger = yes directive
they should be modified to be Autochanger = xxx where you replace the xxx with the name of the Autochanger.

For example, in the bacula-dir.conf file:

Autochanger { # New resource
Name = Changer-1
Address = cibou.company.com
SDPort = 9103
Password = "xxxxxxxxXX"
Device = LTO-Changer-1
Media Type = LTO-9
Maximum Concurrent Jobs = 50

Storage {
Name = Changer-1-Drive®
Address = cibou.company.com
SDPort = 9103
Password = "XXXXXXXXxx"
Device = LT09_1_Drive®
Media Type = LTO-9
Autochanger = Changer-1 # New directive
Maximum Concurrent Jobs = 5

Storage {
Name = Changer-1-Drivel

(continues on next page)
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Address = cibou.company.com

SDPort = 9103

Password = "XXXXXXxxxx"

Device = LT09_1 Drivel

Media Type = LTO-9

Autochanger = Changer-1 # New directive
Maximum Concurrent Jobs = 5

Note that Storage resources Changer-1-Drive) and Changer-1-Drivel are not required since they make up part of
an autochanger. However, by referring to those Storage definitions in a job, you will be sure to use only the indicated
drive. This is probably most used for reserving a drive for restores. See the Storage daemon example .conf below and
the use of AutoSelect = no.

So, in summary, the changes are:
* Remove the Shared Storage = yes from the Director resource.
* Change Storage to Autochanger in the LTO9 resource.
* Remove the Autochanger = yes from the Autochanger LTO9 resource.

* Change the Autochanger = yes in each of the Storage device that belong to the Autochanger to point to the
Autochanger resource with for the example above the directive Autochanger = LTO9.

Sharing an Autochanger

If you have a second Storage daemon that shares an Autochanger with the your first Storage daemon defined above,
you define it much the same way as above, with of course different names, but in addition, you must tell the Director
that this second Autochanger is shared with the first one. You do so, by adding a new directive: Shared Storage =
<autochanger-name>.

For example, in the bacula-dir.conf file:

Autochanger { # New resource
Name = Changer-2
Address = dir.company.com
SDPort = 9103
Password = "yyyyyyy"
Device = LTO-Changer-2
Media Type = LTO0-9
Maximum Concurrent Jobs = 50
Shared Storage = Changer-1 # New directive

Storage {
Name = Changer-2-Drive@
Address = dir.company.com
SDPort = 9103
Password = "yyyyyyy"
Device = LT09_2_0
Media Type = LTO0-9

(continues on next page)
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Autochanger = Changer-2 # New directive
Maximum Concurrent Jobs = 5

}

Storage {

Name = Changer-2-Drivel

Address = dir.company.com

SDPort = 9103

Password = "yyyyyyy"

Device = LT09_2_1

Media Type = LTO-9

Autochanger = Changer-2 # New directive
Maximum Concurrent Jobs = 5

Storage Configuration

The Plugin Directory option in the Storage daemon resource must point where the shstore-sd.so plugin is installed.
Generally /opt/bacula/plugins

Storage {
Name = bacula-sd
Plugin Directory = /opt/bacula/plugins

New Device Directives

There are two new directives in the bacula-sd.conf Device resource:

Control Device = <device-name> The control device is the SCSI control device that corresponds to the Archive
Device. See below for details.

Lock Command = <command> This is the command that must be executed to effect the SCSI persistent locking.
Generally, it will be the following:

Lock Command = "/opt/bacula/scripts/storage-ctl %1 %o"

Note, the edit codes above are percent small-el percent small-oh.

Your Storage daemons should have an appropriate HBA card that permits direct connections to a SAN. You can examine
what SCSI devices are attached with the Isscsi command on the first Storage daemon machine cibou as follows:

/opt/bacula# lsscsi -g

[1:0:0:0] tape HP Ultrium 4-SCSI  H61W /dev/st® /dev/sg0®
[1:0:0:1] tape HP Ultrium 4-SCSI H61W /dev/stl /dev/sgl
[1:0:0:2] mediumx HP MSL G3 Series E.00 - /dev/sg2
[1:0:1:0] mediumx NETAPP VTL 0001 - /dev/sg3
[1:0:1:1] tape QUANTUM DLT7000 022C /dev/st2 /dev/sg4
[1:0:1:2] tape QUANTUM DLT7000 022C /dev/st3 /dev/sg5

(continues on next page)
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[2:0:0:0] disk ATA ST3250824AS 3.AD /dev/sda /dev/sgb6
[3:0:0:0] cd/dvd TSSTcorp DVD+-RW TS-H553A DE®4 /dev/scd® /dev/sg7

The above machine, cibou, is rather simple because it has only a single disk drive, with two autochangers, the first
autochanger is an HP LTO-9 with two drives, and the second a NETAPP VTL with two DLT7000 drives.

Then on a different machine named dir, you may get something like the following:

/opt/bacula# lsscsi -g
[0:0:0:0] cd/dvd HL-DT-ST DVD-ROM GDR8163B 0B26 /dev/sr® /dev/sg0®

[2:0:0:0] disk ATA Hitachi HDS72302 MN60O /dev/sda /dev/sgl
[3:0:0:0] disk ATA Hitachi HDS72302 MN60 /dev/sdb /dev/sg2
[3:0:1:0] disk ATA Hitachi HDS72302 MN60 /dev/sdc /dev/sg3
[4:0:0:0] tape HP Ultrium 4-SCSI H61W /dev/st® /dev/sg4
[4:0:0:1] tape HP Ultrium 4-SCSI H61W /dev/stl /dev/sg5
[4:0:0:2] mediumx HP MSL G3 Series E.00 /dev/sch® /dev/sg6
[4:0:1:0] mediumx NETAPP VTL 0001 /dev/schl /dev/sg7
[4:0:1:1] tape QUANTUM DLT7000 022C /dev/st2 /dev/sg8
[4:0:1:2] tape QUANTUM DLT7000 022C /dev/st3 /dev/sg9

The above machine, dir, has three disk drives, then the same two autochangers as on the cibou machine, the first an
HP LTO-9 with two drives, and the second a NETAPP VTL with two DLT7000 drives. Note, the HP autochanger and
the NETAPP VTL are the same devices, but they appear slightly differently on each machine, because the SCSI device
names are quite different.

Configuring the Devices

Now, let’s construct Bacula Device resources in bacula-sd.conf for each of these machines starting with cibou.

Device {
Name = tape
Media Type = tape
AutomaticMount = yes;
RemovableMedia = yes;
Archive Device = /dev/nst0®

AlwaysOpen = no;
Control Device = /dev/sg0®
Lock Command = "/opt/bacula/scripts/storage-ctl %1 %o"

There are three things that are different from a standard tape Device resource:
* There is a new Control Device directive.
¢ There is a new Lock Command directive.
¢ We have set AlwaysOpen to no rather than yes.

If you examine the first Isscsi output above, you will see that the tape device Ultrium 4-SCSI has an archive address
of /dev/st0 while the SCSI control channel is /dev/sg0.

For the equivalent for machine dir, the second Isscsi example shown above, would be:
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Device {
Name = tape
Media Type = tape
AutomaticMount = yes;
RemovableMedia = yes;
Archive Device /dev/nst0

AlwaysOpen = no;
Control Device = /dev/sg4
Lock Command = "/opt/bacula/scripts/storage-ctl %1 %o"

Note that only the SCSI control channel address has changed.

You might ask: Why do we set AlwaysOpen = no. The answer is that when Bacula opens the device, it will be locked
thus preventing any other machines (Storage daemons) from accessing it. If we have AlwaysOpen = yes the device
will be locked as long as the Storage daemon is active. When AlwaysOpen is set to no the device will be closed when
Bacula no longer uses the device and in closing the device, Bacula will also release the lock thus permitting other
machines to access the device.

Complete Storage daemon configuration

A more complete Storage daemon configuration file bacula-sd.conf that corresponds to the example of the two au-
tochanger configuration for two Storage daemons given above might be:

# Storage definition in bacula-sd.conf on machine cibou.company.com
Storage {
Name = xxx

Autochanger {
Name = LTO-Changer-1
Changer Device = /dev/sg2
Changer Command ="/opt/bacula/scripts/mtx-changer %c %o %S %a %d"
Device = LT09_1_Drive®, LT09_1_Drivel

Device {
Name = LT09_1_Drive®
Media Type = LTO-9
Archive Device = /dev/nst0
AutomaticMount = yes
Autochanger = yes
Drive Index = 0
RemovableMedia = yes
Spool Directory = /opt/bacula/working
Device Type = Tape

AlwaysOpen = no
Control Device = /dev/sg0

(continues on next page)
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Lock Command = "/opt/bacula/scripts/storage-ctl %1 %o"
}

Device {
Name = LTO09_1_Drivel
Media Type = LTO-9
Archive Device = /dev/nstl
AutomaticMount = yes
Autochanger = yes
Drive Index = 0
RemovableMedia = yes
Spool Directory = /opt/bacula/working
Device Type = Tape
AutoSelect = no # reserved for restores

AlwaysOpen = no
Control Device = /dev/sgl
Lock Command = "/opt/bacula/scripts/storage-ctl %1 %o"

and for the second Storage daemon that uses the same autochanger on a SAN network:

# Storage definition in bacula-sd.conf on machine dir.company.com
Storage {
Name = yyy

}

Autochanger {
Name = LTO-Changer-2
Changer Device = /dev/sg6
Changer Command ="/opt/bacula/scripts/mtx-changer %c %o %S %a %d"
Device = LT09_2_Drive®, LT09_2_Drivel

Device {
Name = LT09_2_Drive®
Media Type = LTO-9
Archive Device = /dev/nst0®
AutomaticMount = yes
Autochanger = yes
Drive Index = 0
RemovableMedia = yes
Spool Directory = /opt/bacula/working
Device Type = Tape

AlwaysOpen = no
Control Device = /dev/sg4
Lock Command = "/opt/bacula/scripts/storage-ctl %1 %o"
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Device {
Name = LT09_2_Drivel
Media Type = LTO-9
Archive Device = /dev/nstl
AutomaticMount = yes
Autochanger = yes
Drive Index =1
RemovableMedia = yes
Spool Directory = /opt/bacula/working
Device Type = Tape
AutoSelect = no # reserved for restores

AlwaysOpen = no
Control Device = /dev/sg5
Lock Command = "/opt/bacula/scripts/storage-ctl %1 %o"

Configuring the storage-ctl Script

Normally, the file storage-ctl found in the Bacula scripts directory should never be changed. On the other hand, it must
be configured with the storage-ctl.conf file. The default file looks like:

This file is sourced by the storage-ctl script every time it runs.
You can put your site customization here, and when you do an
upgrade, the process should not modify this file. Thus you
preserve your storage-ctl configuration.

FH oFH H H W H

#

# The following key must be a unique 6 hex digit value on each SD
#

key=bac001

# Set to 1 if you want debug info written to a log
debug_log=0

# Set to path to your sg_persist program
SG_PERSIST=/usr/bin/sg_persist

# Set to the maximum number of seconds to wait for a scsi lock
# Default = 30%*60 = 1800 or 30 minutes
max_lock_wait=1800

However, for operational reasons, you will certainly want to change they key (first configuration item) to be different
(and unique) on each machine. This key is used by the reservation system, and it is far better to have unique keys on
each Storage daemon so that in Bacula status command and in debug output it will be clear which machine holds what
reservation.

The key is a 6 digit hexadecimal value (i.e. 0-9 and a-f), where the letters may be either uppercase or lowercase. If you
enter a character that is not a valid hexadecimal character or more than 6 characters, the locking will fail, and thus your
jobs will fail.
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For the examples in this white paper that follow, we have set the key to bac001 on the system named cibou and set it
to bac999 on the system named dir.

Now assume that machine dir has locked the device. If on the machine cibou, we issue the following command:

sg_persist -r /dev/sg0®

we will get the following output:

HP Ultrium 4-SCSI H61W
Peripheral device type: tape
PR generation=0x468, Reservation follows:
Key=0xbac999
scope: LU_SCOPE, type: Exclusive Access

This indicates that the device is Exclusively locked by the machine that used the key bac999, which we know is our
machine named dir.

Status Command

When running a job on machine cibou, if we run a job that wants a tape device that is locked by another machine dir,
we might get output that looks similar to:

Jobs waiting to reserve a drive:
3612 JobId=2 waiting because device "Drive-0" (/dev/nst0)
is reserved by: 0xbac999.

Device status:
Autochanger "tape" with devices:
"Drive-0" (/dev/nst0)
Device "Drive-0" (/dev/nst®) is mounted with:
Volume: TestVolume®O1
Pool: Default
Media type: tape
Device is BLOCKED by another SD=0xbac999
Total Bytes Read=64,512 Blocks Read=1 Bytes/block=64,512
Positioned at File=0 Block=0
shstore=1 registered=1 locked=0 blockedbySD=0xbac999

The important point here is that our job (Jobld=2) is BLOCKED by another SD with the key 0xbac999 (i.e. dir). We
know that shared storage is working and that our Storage daemon was able to register our key because of the last line
of the output.

Once dir finishes with the drive and releases the lock, our job will continue and the status output will change to:

Jobs waiting to reserve a drive:

Device status:

Autochanger "tape" with devices:
"Drive-0" (/dev/nst®)

Device "Drive-0" (/dev/nst®) is mounted with:
Volume: TestVolume®O1

(continues on next page)
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Pool: Default

Media type: tape

Total Bytes=48,900,096 Blocks=757 Bytes/block=64,597
Positioned at File=1 Block=0

shstore=1 registered=1 locked=1 blockedbySD=no

and now the job is no longer blocked and you can see that the last line of the output indicates that this storage daemon
has the device locked (locked=1).

Problem Resolution

In general if any component of Bacula crashes, particularly the Storage daemon, any lock that it holds on any and all
devices will be released. However, under unusual circumstances (a kill -9) or the OS crashes, the lock may remain.

In your Bacula binary directory (normally /opt/bacula/scripts) you can manually run the storage-ctl script with:

cd /opt/bacula/scripts
./storage-ctl /dev/sg® query

If a lock is set on the device, you may forcibly remove it by using:

cd /opt/bacula/scripts
./storage-ctl /dev/sg0® clear

Please note that all no program should be actively accessing the device during a clear and that any lock that may
exist will be forcibly be removed. The program that held the lock will not know the lock is removed and will blindly
continue using the device without a lock, then if another program starts using device, it will acquire a new lock, but
data corruption will likely occur because two programs will be writing to the same device at the same time (the first
one with a broken lock, and the second with the new lock).

Prior to running the above clear, you might want to see who has what on the device, which can be done with the regkeys
and wholocked commands:

In your Bacula binary directory (normally /opt/bacula/scripts) you can manually run the storage-ctl script with:

cd /opt/bacula/scripts
./storage-ctl /dev/sg0® regkeys
0xbac999

0xbac001

./storage-ctl /dev/sg® wholocked
Oxbac001

In this case, we see that bac001 has the device locked, but both bac001 and bac999 have registration keys. Thus before
trying to break the lock, it might be wise to find out who bac999 is and why there is still a registration. Since after the
clear, all locks and all registrations are lost.
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Getting Information on the Locks

You can get a lot of information using the Bacula status command about which job is blocking a drive, as seen in
examples in a previous section.

However, in some cases, it is easier to examine the overall picture by manually running the storage-ctl script which can
normally be found in /opt/bacula/scripts.

Now if we examine from the stand point of the machine dir when there are no locks or registrations, using the query
command, we get output as follows:

cd /opt/bacula/scripts
./storage-ctl /dev/sg4 query
HP Ultrium 4-SCSI H61W
Peripheral device type: tape
PR generation=0x493
No full status descriptors

If we now manually register a key (defined in storage-ctl.conf, then do a query, we will get the following output:

cd /opt/bacula/scripts
./storage-ctl /dev/sg4 register
./storage-ctl /dev/sg4 query
HP Ultrium 4-SCSI H61W
Peripheral device type: tape
PR generation=0x494
Key=0xbac999
All target ports bit clear
Relative port address: 0xl
not reservation holder
Transport Id of initiator:
FCP-2 World Wide Name:
00 21 00 00 1b 32 1f 43 65 1...2.Ce

Note that this time, it shows a key (bac999), the fact that there is no lock (no reservation holder), and the unique
identification of the machine that registered the key (Transport Id of initiator).

Now let’s actually lock the device:

cd /opt/bacula/scripts
./storage-ctl /dev/sg4 lock
./storage-ctl /dev/sg4 query
HP Ultrium 4-SCSI H61W
Peripheral device type: tape
PR generation=0x494
Key=0xbac999
All target ports bit clear
Relative port address: 0x1
<< Reservation holder >>
scope: LU_SCOPE, type: Exclusive Access
Transport Id of initiator:
FCP-2 World Wide Name:
00 21 00 00 1b 32 1f 43 65 1...2.Ce

This time the query shows us that we (bac999) is the reservation holder (we have it locked) for Exclusive Access.
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If we now switch to another machine, cibou, and issue the same query (on a different device address, but for the same
physical device), we get:

cd /opt/bacula/scripts
./storage-ctl /dev/sg® query
HP Ultrium 4-SCSI H61W
Peripheral device type: tape
PR generation=0x494
Key=0xbac999
All target ports bit clear
Relative port address: 0x1
<< Reservation holder >>
scope: LU_SCOPE, type: Exclusive Access
Transport Id of initiator:
FCP-2 World Wide Name:
00 21 00 00 1b 32 1f 43 65 1...2.Ce

This is the same as what we see from machine dir, which means everything is consistent.

Now, let’s register a key on the second machine, cibou:

cd /opt/bacula/scripts
./storage-ctl /dev/sg0 register
./storage-ctl /dev/sg0® query
HP Ultrium 4-SCSI H61W
Peripheral device type: tape
PR generation=0x495
Key=0xbac999
All target ports bit clear
Relative port address: 0x1
<< Reservation holder >>
scope: LU_SCOPE, type: Exclusive Access
Transport Id of initiator:
FCP-2 World Wide Name:
00 21 00 00 1b 32 1f 43 65 1...2.Ce

Key=0xbac001
All target ports bit clear
Relative port address: 0x1
not reservation holder
Transport Id of initiator:
FCP-2 World Wide Name:
00 21 01 00 1b 32 21 73 ee 1...2!s.

This time the query returns us information about two different “initiators” one, dir, which registered bac999 and holds
the lock (Reservation holder), and the other cibou, which has a key (bac001) registered. Note that the two have different
unique transport id names (the last line of each section that begins with 00).

If we try to obtain a lock on cibou we get the following error:

cd /opt/bacula/scripts

./storage-ctl /dev/sg® trylock

persistent reserve out: scsi status: Reservation Conflict
PR out: command failed

Now if we remove the lock on dir (not shown), then acquire the lock on cibou and run another query, the output is as
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expected:

cd /opt/bacula/scripts
./storage-ctl /dev/sg® lock
./storage-ctl /dev/sg0® query
HP Ultrium 4-SCSI H61W
Peripheral device type: tape
PR generation=0x495
Key=0xbac999
All target ports bit clear
Relative port address: 0x1
not reservation holder
Transport Id of initiator:
FCP-2 World Wide Name:
00 21 00 00 1b 32 1f 43 65 1...2.Ce

Key=0xbac001
All target ports bit clear
Relative port address: 0x1
<< Reservation holder >>
scope: LU_SCOPE, type: Exclusive Access
Transport Id of initiator:
FCP-2 World Wide Name:
00 21 01 00 1b 32 21 73 ee 1...2!s.

It shows the two machines (initiators), but this time cibou with key bac001 holds the Exclusive Access lock.

ACSLS Backup

* Overview

» Theory of Operations

* Bacula Enterprise Integration
* Installation

* Configuration

* Operations

e Other

Overview
Executive summary

This document is intended to provide insight into the considerations and processes required to integrate Oracle ACSLS
with Bacula Enterprise.
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Features Summary

Provide all tape library management operations required by Bacula Enterprise.
Support named user access to ACSLM if required.

Support tape drive and volume locking in shared ACSLS environment.

Support lock query and management.

Static tape drive location mapping.

Dynamic volume location mapping.

Theory of Operations

ACSLS Advantages

ACSLS offers many advantages when managing a tape library environment:

Processes multiple requests in parallel and optimizes use of large library complexes.

Avoids delays caused by pass-thru between robots.
Automatically recovers and retries requests that fail.
Allows multiple clients to share a library.

Simplifies support of new libraries and library features.

Provides a choice of interfaces.

Presents logical libraries through a SCSI media changer interface over fibre channel.

Changes library configurations while libraries remain online.
Manages all libraries at a customer site from ACSLS.

Provides a high availability option.

A major feature of Oracle ACSLS is the ability to manage any combination of tape libraries. This provides access to
the latest ACS technology and to applications across libraries.

General ACSLS Operation

The ACSLS acts as a library management system. ACSLS manages the physical aspects of tape cartridge storage and
retrieval through a system administrator interface and a programmatic interface. These real-time interfaces control
and monitor tape libraries, including access control. ACSLS does not have access to the data path through which
information is read from or written to tape cartridges. ACSLS operates only on the control path through which libraries
are managed.

The ACSLS consists of the following:

One or more tape libraries connected with pass-thru ports.

 Library(ies) that contains tape cartridges uniquely identified by an external label with a volume serial number

(VOLSER) and a media domain and type.

A set of tape drives (sometimes referred to as transports) in the library or libraries.

* A set of cartridge access ports (CAPs) attached to the library which allow cartridges to be physically entered or

removed from the library.
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* Robotics that physically move cartridges between library storage cells, cartridge drives, CAPs, and pass-thru
ports.

Library requests originate from client applications running on a host system. These requests and messages then move
across a network connecting client systems and the ACSLS. An example of a client application is Bacula Enterprise
backup and restore software.

Bacula Enterprise Integration

Bacula Enterprise ACSLS allows management of ACS using ACSAPI for all required operations. The integration
consist of three main components:

* acsls-changer - The application which interacts between Bacula Storage Daemon and makes requests to the
tape library system and ACSLM system.

* ssi - The SSI component of ACSLS provided by Bacula Enterprise which could be used as a replacement for
the standard SSI component distributed by ACSLS software vendor.

* ssi_el - The SSI Event Logger component required for saving event and trace logs generated by the SSI com-
ponent provided by Bacula Enterprise.

ACSLS Changer

Bacula Enterprise’s acsls-changer is a direct replacement for the mtx-changer script which manages tape libraries
connected to ACSLM. You can use its services directly by manually inputing required commands and parameters or
indirectly by Bacula Storage Daemon configuration and standard bconsole commands.

Installation

The first step is to install and configure the Bacula Storage Daemon on the backup machine which will manage tape
libraries using ACSLM and ACSLS integration. Next, install the corresponding ACSLS Plugin package on this Storage
Daemon.

Installation of the Plugin

On the Bacula Storage Daemon that you want to connect to your ACSLM, extend the repository file for your package
manager to contain a section for the plugin. For example in Red Hat/CentOS, /etc/yum.repos.d/bacula.repo:

[Bacula]

name=Bacula Enterprise
baseurl=https://www.baculasystems.com/dl/@customer-string@/rpms/bin/@version@/rhel7-64/
enabled=1

protect=0

gpgcheck=0

[BaculaACSLS]

name=Bacula Enterprise ACSLS Plugin
baseurl=https://www.baculasystems.com/dl/@customer-string@/rpms/acsls/@version@/rhel7-64/
enabled=1

protect=0

gpgcheck=0
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Then perform a yum update, and after that the package bacula-enterprise-acsls can be installed with yum install.
If you prefer to manually install the packages, you can also download them from your download area, and use the low
level package manager tool (rpm) to do the plugin installation.

Configuration

After installation of the Bacula Enterprise ACSLS, it should be configured to meet your backup environment require-
ments, including the required acsls-changer configuration and optional SSI component configuration.

Changer Configuration

The plugin is configured using a dedicated configuration file acsls-changer.conf located in the /opt/bacula/etc
directory, and a proper Bacula Storage Daemon resource configuration.

Changer Config File

The acsls-changer. conf file is a simple key=value configuration file with the following parameters:

e ACSAPI_PACKET_VERSION=<nr> specifies the ACSLM supported packet version (default 4). It should match
the corresponding SSI parameter. This parameter is optional. If not set, the default will be used.

e ACSAPI_SSI_SOCKET=<port> specifies the socket for SSI interprocess communication (default 50004). This
parameter is optional. If not set, the default will be used.

* VOLDBT=<path/file> specifies the acsls-changer working file which stores the volumes-to-slot mappings.
The path/file value should be set to /opt/bacula/working/acsls-changer.dbt. This parameter is op-
tional. If not set, a file named acsls-changer.dbt in the current working directory will be used.

» USERID specifies the default ACSAPI user. This parameter is optional. If not set, no user information will be
sent to ACSLM.

* LOCKING=<yes |no> specifies if acsls-changer should use the resource (Drive and Volume) locking mech-
anism. This parameter is optional. If not set, no resource locking will be used. See: Resource locking.

* DRIVE<N>=<acs:1lsm:panel:drive> specifies a static mapping between a Bacula parameter configured
in a Bacula Storage Daemon resource configuration and ACSLS DRIVEID. Every tape drive defined in a
bacula-sd. conf resource which is managed by ACSLS should be defined as an appropriate parameter in the
config file. This parameter is required and should be defined at least once. See: DRIVEID mapping.

* TIMEOUT=<secs> specifies how long in seconds the acsls-changer should wait for a request to complete
(default is 600 seconds). A value of zero means no timeout (infinite wait). The TIMEOUT value should not
exceed the Maximum Changer Wait time configured in the Bacula Storage Daemon bacula-sd.conf file.
See: Request timeout.

Here is an acsls-changer. conf file example:

ACSAPI_PACKET_VERSION = 4

ACSAPI_SSI_SOCKET = 50004

USERID = root

LOCKING = yes

VOLDBT = /opt/bacula/working/acsls-changer.dbt
DRIVE® = 1:2:3:4

DRIVELl = 1:2:3:5
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Storage Daemon Configuration

To use an ACSLS storage in Bacula you should configure Autochanger/Device resources in the same way as for
a standard tape library or tape autochanger managed by the mtx utility. The only exception is an updated Changer
Command as in this example:

Changer Command = "/opt/bacula/bin/acsls-changer %S"'

Where:
* %0 is a changer command (load, unload, etc)
* Y%ed is a index number from the Drive Index parameter of a Device resource
¢ %S is a slot number (started from 1)

Here is an example and resource configuration to use with ACSLS.

#
# An ACSLS system with two drives
#
Autochanger {
Name = SL8500-ACSLS
Device = IBMLTO7-1
Device = IBMLTO7-2
# %o=command, %d=drive-index, %S=slot(basel)
Changer Command = "/opt/bacula/bin/acsls-changer %S"
Changer Device = /dev/null
}
Device {
Name = IBMLTO7-1
DrivelIndex = 0
DeviceType = Tape
MediaType = LTO7
ArchiveDevice = /dev/tape/by-id/scsi-3500104f000899%ece-nst
AutomaticMount = no
AlwaysOpen = no
RemovableMedia = yes
RandomAccess = no
AutoChanger = yes
0fflineOnUnmount = yes
}
Device {
Name = IBMLTO7-2
Drivelndex = 1
DeviceType = Tape
MediaType = LTO7
ArchiveDevice = /dev/tape/by-id/scsi-3500104f000899edl-nst
AutomaticMount = no
AlwaysOpen = no
RemovableMedia = yes
RandomAccess = no
AutoChanger = yes
0fflineOnUnmount = yes
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Note:

On some systems and tape libraries managed by ACSLS it might be required to ummount the tape drive by

ejecting the tape after use (unmount). This can help ACSLS to allow the tape robot to grab the tape from the drive.
Due to the above, the following parameter should be defined in the Bacula Storage Daemon configuration for every
drive device:

O0fflineOnUnmount = yes

This configuration setting is present in the example above.

SSI Component Configuration

You may use the SSI component provided by your ACSLS vendor or use the SSI component from the Bacula Enter-
prise ACSLS plugin. To use SSI component from the Bacula Enterprise ACSLS plugin you should prepare an SSI
config file as described in the next section.

SSI Config file

The acsls-ssi.conf file is a simple key=value configuration with the following parameters:

CSI_HOSTNAME=<address> defines the CSI component location address. Acceptable values are an IP address
or a fully qualified domain name for the host. This parameter is required.

CSI_TCP_RPCSERVICE=<TRUE/FALSE> is used to define whether the CST operates as a TCP RPC Server (default
TRUE). This variable must be set to TRUE for the firewall-secure CSC. The firewall-secure ACSLS application
packets are all sent using the TCP network transport. This parameter is optional. If not set, the default will be
used.

CSI_UDP_RPCSERVICE=<TRUE/FALSE> is used to define whether the CSI operates as a UDP RPC server (default
TRUE). This variable must be set to FALSE for the firewall-secure CSC. The firewall-secure ACSLS applica-
tion packets are all sent using the TCP network transport. The CSI can operate as a TCP and a UDP server
simultaneously. This parameter is optional. If not set, the default will be used.

CSI_CONNECT_AGETIME=<nr> defines the value of the maximum age of pending requests in the CSI’s request
queue. This variable is expressed as an integer representing a number of seconds. A value of 172800 indicates
two days which is the default. Messages older than this value are removed from the queue and the CST sends an
entry to the Event Log when this happens. This parameter is optional. If not set, the default will be used.

CSI_RETRY_TIMEOUT=<nr> defines the minimum amount of time, in seconds, that the CSI will wait between
attempts to establish a network connection (default 4). This parameter is optional. If not set, the default will be
used.

CSI_RETRY_TRIES=<nr> defines the number of attempts the CSI will make to transmit a message (default 5).
Pending messages are discarded if a connection cannot be established within the defined number of tries. The
CSI_RETRY_TIMEOUT and CSI_RETRY_TRIES together determine the minimum total time the CSI will attempt
to send a message. This parameter is optional. If not set, the default will be used.

ACSAPI_SSI_SOCKET=<port> is the socket port number (default 50004) on which the SSI component listens to
incoming requests from acsls-changer. This parameter should be the same as ACSAPI_SSI_SOCKET defined
in the acsls-changer. conf file. This parameter is optional. If not set, the default will be used.

Here is an acsls-ssi.conf file example:
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CSI_HOSTNAME=10.10.10.1
ACSAPI_SSI_SOCKET=50009
CSI_UDP_RPCSERVICE=FALSE

DRIVEID mapping

To configure drive mapping in the acsls-changer. conf file you should use tape drive serial number matching. To
obtain the serial numbers from the ACSLS managed tape library drives, execute the following commands:

root@saxo:~# su - acsss

bash-4.1# cd bin

bash-4.1# ./cmd_proc

——————— Oracle ACSLS (Automated Cartridge System Library Software) 8.4.0-3-----—-

ACSSA> display drive * -f serial_num

2018-03-12 05:07:17 Display Drive
Acs Lsm Panel Drive Serial_num
2 0 1 11 1013001383
2 0 1 15 1013001384

In the example above you can see two drives and their corresponding serial numbers. Then check the serial number of
all drives attached to your Bacula Enterprise Storage server using the tapeinfo command.

To use this command you will need SCSI generic devices (eg: /dev/sgX) for all of your tape drives:

# 1sscsi -g
...)
[8:0:7 tape IBM ULTRIUM-TD7 G9Q2 /dev/st0® /dev/sgb6
[8:0:8:

tape IBM ULTRIUM-TD?7 G9Q2 /dev/st2 /dev/sg8

Then, for each SCSI generic device (/dev/sgX) listed for your tape drives, get its serial number. For example:

# tapeinfo -f /dev/sg6
Product Type: Tape Drive

...
SerialNumber: '1013001383'
...

# tapeinfo -f /dev/sg8
Product Type: Tape Drive

C...)
SerialNumber: '1013001384'
C...)

Then match all available tape drive serial numbers in your storage server to the serial numbers from ACSLS. You
should use Acs, Lsm, Panel, Drive to define a drive mapping in the acsls-changer. conf file as in the above
example.

The acsls-changer. conf drive mapping for the above example would be configured as follows:
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C...)
DRIVE®
DRIVE1

NN
o o
e
.
vl =

and the corresponding resources in bacula-sd. conf:

Device {
Name = TapeDrive®
Drive Index = 0
Archive Device = /dev/nst®

C...)
}
Device {

Name = TapeDrivel
Drive Index = 1
Archive Device = /dev/nst2

C...)
}
Operations

This chapter describes runtime operations for ACSLS management and testing with Bacula Enterprise integration.

After editing the acsls-changer.conf and acsls-ssi.conf files, the /opt/bacula/scripts/acsls-start.sh
must be run to start the Bacula ssi component (replacement for the standard one from ACSLS vendor), and ssi_el
(event logger) processes.

# /opt/bacula/scripts/acsls-start.sh

Testing ACSLS Integration

Before attempting to use the ACSLS integration with Bacula, it is preferable to manually test that the integration works.
To do so, we suggest you perform the following steps:

listall command

This command should list all defined drives and available volumes. The command can take some time to complete
depending on the number of available volumes in ACSLM. If an error is printed instead of a list please contact Bacula
Systems support.

# /opt/bacula/bin/acsls-changer listall
D:0:E

:2:F70170

:F70168

:F71070
:F71071
:F71072
:F71073
:F71074

nuvmunvmumumumn O

NOoO vt b W N R
b B B B L B e B e |

(continues on next page)
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S:8:F:F71075
S:9:F:F71076
S:10:F:F71077
S:11:F:F71078

load command

This command should load the volume from the specified slot into the specified drive. If an error is printed instead
of a ’done’, the error message may provide enough information for easy troubleshooting. If not, please contact Bacula
Systems support.

# /opt/bacula/bin/acsls-changer load 0 5
Loading Volume F71072 into drive O ... done

loaded command

This command allows you to check if a volume is loaded into a specified drive. The number printed is a volume slot
loaded into the drive. If the value printed is zero, then no volume is loaded in the specified drive. As above, if an
error is printed instead of a slot number, you can attempt to resolve the problem printed in the error message or ask for
support.

# /opt/bacula/bin/acsls-changer loaded 0
5

unload command

This command allows you to unload the volume from the selected drive. If an error is printed instead of ’done’ you can
attempt to resolve the problem printed in the error message or ask for support.

# /opt/bacula/bin/acsls-changer unload 1
Unloading Volume F70170 from drive 1 ... done

Other commands

The main purpose for the acsls-changer command is to allow a Bacula Enterprise Storage Daemon to manage
ACSLS tape libraries, but the command was also designed to allow management operations to be performed manually.

# /opt/bacula/bin/acsls-changer -7
Copyright (C) 2000-2017 Kern Sibbald.

Version: 9.0.6 (20 November 2017)

Usage: acsls-changer [options] <command> [<drive-index> <slot> <volumename>]

-d <nn> set debug level to <nn>

-c <file> acsls-changer config file

-b <file> acsls-changer volumes database file
-? print this message

Copyright © 2024 Bacula Systems. All trademarks are the property of their respective owners. 121




The utility supports the following commands:
* list - prints the list of all available volumes and slots.
* listall - prints the list of all defined drives and all available volumes and slots. See listall command.

e load <driveindex> <slot> [volume] - loads a volume specified by a slot or volume into a selected tape
drive specified by a <driveindex>. If you specify a <volume> parameter then the slot number will be ignored.
You can use the <volume> parameter on manual operations only. This kind of operation is not supported by
Bacula Storage Daemon. See: load command.

e unload <driveindex> - unloads a volume from a tape drive specified by a <driveindex>. See: unload
command.

* slots - prints a number of all available slots including free slots.
* loaded <driveindex> - prints a volume slot number loaded into a drive. See: loaded command.

e showdrvlock <driveindex> - prints information about a tape drive status and lock. See: showdrvlock com-
mand.

* showvollock <volume> - prints information about a volume status and lock. See: showvollock command.
* cleardrvlock <driveindex> - clears alock assigned to the specified drive. See: cleardrviock command.
e clearvollock <volume> - clears a lock assigned to the specified volume name. See: clearvollock command.

» showvollockall - prints lock information about all available volumes. See: showvollockall command.

showdrvlock command

To print the lock information about a specific tape drive, use the following command example:

# /opt/bacula/bin/acsls-changer showdrvlock 0
ACS_QUERY_LOCK_DRV_RESPONSE: STATUS_SUCCESS (0)

DRV: [2:0:1:15]
lock:14509 userid: regress
duration:67 pending: 0
status STATUS_DRIVE_IN_USE (29)

When no lock is assigned to the specified tape drive no lock information will be printed.

showvollock command

To print the lock information about a specific volume, use the following command example:

# /opt/bacula/bin/acsls-changer showvollock F71072
ACS_QUERY_LOCK_VOL_RESPONSE: STATUS_SUCCESS (0)

VOL: F71072
lockid: 14509 userid: regress
duration:92 pending: 0
status STATUS_VOLUME_IN_USE (99)

When no lock is assigned to the specified volume no lock information will be printed.
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cleardrvilock command

To clear the lock assigned to a tape drive, use the following command example:

# /opt/bacula/bin/acsls-changer cleardrvlock 0
ACS_CLEAR_LOCK_DRV_RESPONSE: STATUS_SUCCESS (0)

DRV: [2:0:1:15]
status STATUS_SUCCESS (0)

When no lock is assigned then STATUS_DRIVE_AVAILABLE will be returned.

clearvollock command

To clear the lock assigned to a volume, use the following command example:

# /opt/bacula/bin/acsls-changer clearvollock F71072
ACS_CLEAR_LOCK_VOL_RESPONSE: STATUS_SUCCESS (0)

VOL: F71072
status STATUS_SUCCESS (0)

When no lock is assigned then STATUS_VOLUME_AVAILABLE will be returned.

showvollockall command

To print lock information for all available volumes use the following command example:

# /opt/bacula/bin/acsls-changer showvollockall
ACS_QUERY_LOCK_VOL_RESPONSE: STATUS_SUCCESS (0) Vols: 2

VOL: F71072
lockid:27968 userid: regress
duration:2553 pending: 0O
status STATUS_VOLUME_IN_USE (99)

VOL: F71073
lockid:6903 userid: regress
duration:2424 pending: 0O
status STATUS_VOLUME_IN_USE (99)

The number of volumes which have locks assigned is printed as Vols:<nr>.
When no volumes with assigned locks are found then the number of volumes will be zero.
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Best practice
Label Volumes

To use tape volumes in Bacula Enterprise they must first be labeled. It is recommended to use the command label
barcodes which will automatically assign ACSLS Volume names to the Bacula volumes.

Note: It is not recommended (but technically possible) to use a different Bacula volume name for an ACSLS Volume.

Access Control

To use the ACSLS Access Control feature you should enable it in your ACSLM software (verify ACSLS User Guide
for this) and define a USERID parameter in acsls-changer.conf file. Without it your Access Control won’t work.
With ACSLS Access Control you can define fine-grained access rules to your resources including allowed commands
and volumes (with Volume Access Control). The following commands are used by acsls-changer and cannot be
disabled:

¢ mount

* dismount

* dismount_force

* query

* lock - when resource locking is enabled, see: Resource locking
e query_lock - when resource locking is enabled

* clear_lock - when resource locking is enabled

With ACSLS Volume Access Control, you can limit the volume pool available for Bacula. Consult your ACSLS User
Guide for information on setting up volume pool limitations.

Resource locking

You can use the ACSLS resource locking mechanism to protect tape drive and volume resources when used by a
Bacula Enterprise Storage Daemon. To use this mechanism you need to define a USERID=<userid>and LOCKING=Yes
parameters in the acsls-changer. conf file (See: Changer Config File). If it is not strictly required to avoid resource
locking in your environment, you can disable resource locking by simply removing the LOCKING parameter from the
config file or set it to No.

Request timeout

Some ACSLS requests may take longer than expected due to busy tape libraries or other hardware issues. If you get
the following error code:

# ./acsls-changer unload 1 2 F70170
Unloading Volume F70170 from drive 1 ... code 296 (296)

it means a timeout has occured and you should verify that this is the problem. It may be necessary to modify the
TIMEOUT value in the acsls-changer.conf file (See: Changer Config File) and Maximum Changer Wait in the
Bacula Storage Daemon bacula-sd. conf file.
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You can get different timeout messages during mount (”7imeout on volume available status!”’) or unmount ("Timeout
on verify volume status!”’) operations. These messages mean that Bacula is unable to confirm the expected volume
status during these operations before a timeout. If you get these timeout messages you should verify a real volume
status in ACSLS. If required, modify the TIMEOUT value in the acsls-changer. conf file (See: Changer Config File)
and Maximum Changer Wait in the Bacula Storage Daemon bacula-sd. conf file.

Stalled lockid

During operations, if you get an error message about a stalled lockid, then you will need to manuallly clear the lock
outside acsls-changer (i.e. using a clear lock of cmd_proc application).

Error: Stalled lockid found (nnn). Make sure that the system is not shared (...)

This makes the acsls-changer out of sync. In this case you should verify what caused a lockid to disappear from
the ACSLS system and remedy this. One typical cause of this can be a shared acsls-changer setup where one
installation creates resource locks and other does not. This kind of setup is unsupported.

When you’ve removed the root cause of this error it could be required to sync the acsls-changer with ACSLS
system again otherwise you will get the same error again. To do this, you have to first stop the Bacula Storage
Daemon then remove the first line from VOLDB file (/opt/bacula/working/acsls-changer.dbt) which should
contain the following value:

LOCKID:nnn

If the first line of /opt/bacula/working/acsls-changer.dbt file does not contain a LOCKID word then you
should not modify this file.

Trace file

You can enable debug trace file generation using the following acsls-changer command parameters: -d<nn>, -dt
and -T, where nn is a required debug level, i.e.

Changer Command = "/opt/bacula/bin/acsls-changer -d100 -dt -T %S"

Then the debug trace file will be generated at: /opt/bacula/working/acsls-changer.trace The option -T en-
ables trace file generation and option -dt add timestamps to every debug log.

Other
Supported Platforms

The Bacula Enterprise ACSLS Plugin is supported on the following platforms:
* Red Hat/CentOS version 6 and 7
e SLES version 11 and 12
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Limitations

* ACSLS Media Management feature is not supported. You should use a standard Bacula Media Type directive
to manage different media.

This limitation may be removed in the future.

* ACSLS dynamic drive allocation feature is not supported. Bacula uses a static drive mapping defined in
acsls-changer. conf config file.

This limitation may be removed in the future.

* ACSLS Scratch Pools management feature is not supported. Bacula uses its own Scratch Pool management.
This limitation may be removed in the future.

INNENN

¢ Bacula**"“mtx-changer
SLS.

transfer”” command is not supported as there is no such functionality in **AC-

2 Security

Important: Security solutions are used with the File Daemon.

2.1 Bacula Enterprise Antivirus Verify Job Plugin

Distinction between Antivirus Plugin and Malware

In an Antivirus Check, Bacula will transmit the files to the ClamAV Antivirus Socket, which will perform the scan and
report to Bacula if any viruses are discovered. In the instance of Malware, Bacula will retrieve the Malware database
signatures from https://abuse.ch/ and then do a file verification with those signatures. If a Backup job finds malware in
the backup content, an error message is generated and the Job status is changed.

* Overview
* ClamAV Installation
— Debian / Ubuntu
— Fedora / Redhat / Centos
* Bacula Enterprise Antivirus Plugin Installation
* Bacula Enterprise Verify Job Configuration
— Parameters

— Plugin Options

* Bacula Enterprise Antivirus Plugin Behavior
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Overview

The Bacula Enterprise Antivirus Plugin provides integration between the ClamAV Antivirus daemon and Bacula verify
jobs, allowing post-backup virus detection within Bacula Enterprise.

ClamaAV Installation

ClamAV is an open source (GPLv2) anti-virus toolkit. It provides a flexible and scalable multi-threaded daemon. For
more information on ClamAV architecture, best practices and options, please refer to https://docs.clamav.net/

Debian / Ubuntu

Installation:

Use the existing Debian packages:

sudo apt-get update
sudo apt-get install clamav clamav-daemon

TCP Configuration:

The ClamAV ‘clamd’ daemon is configured with the clamav.conf file (located in /etc/clamav/). By default, the ClamAV
daemon listens on a Unix LocalSocket:

LocalSocket /var/run/clamav/clamd.ctl
FixStaleSocket true

LocalSocketGroup clamav
LocalSocketMode 666

In order for Bacula to interact correctly with ClamAYV, it is essential to reconfigure the ClamAV daemon so it allows
TCP connections instead.

On Debian you can do so automatically by running:

sudo dpkg-reconfigure clamav-daemon

Answer “yes” to reconfigure automatically Make sure to change the socket type to “TCP”. Choose the TCP port clamd
will listen on (The default port 3310 will be assumed in the rest of the documentation). Continue the reconfiguration
according to your needs (press enter to keep the default settings) At the end of the reconfiguration process, the ClamAV
daemon restarts. You can verify that the clamav.conf file now contains:

TCPSocket 3310

Alternatively, you can reconfigure manually, by editing clamav.conf. Replace:

LocalSocket /var/run/clamav/clamd.ctl
FixStaleSocket true

LocalSocketGroup clamav
LocalSocketMode 666

with:
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TCPSocket 3310

and restart the ClamAV daemon:

sudo systemctl restart clamav-daemon

Fedora / Redhat / Centos

Installation:

EPEL creates ClamAV packages for Fedora. To enable the EPEL repository for CentOS:

sudo dnf install -y epel-release

EPEL offers a selection of packages to install ClamAV:

clamd - The ClamAV Daemon

clamav - End-user tools for the ClamAV scanner

clamav-data - Virus signature data for the ClamAV scanner
clamav-devel - Header files and libraries for the ClamAV scanner
clamav-1ib - Dynamic libraries for the ClamAV scanner
clamav-milter - Milter module for the ClamAV scanner
clamav-update - Auto-updater for the ClamAV scanner data-files

Bacula minimally requires clamav, clamd, and clamav-update to run:

sudo dnf install -y clamav clamd clamav-update

TCP Configuration:

The ClamAV daemon is configured with the clamav.conf file (located in /etc/clamav/).

Edit the configuration file:

sudo dnf install nano -y
sudo nano /etc/clamd.d/scan.conf

Make sure the Example line is commented out:

#Example

By default, the ClamAV daemon connects over Unix LocalSocket. In order for Bacula to interact correctly with Cla-
mAY, it is essential to reconfigure the ClamAV daemon so it allows TCP connections instead. enable TCP connection
instead by uncommenting the following line:

TCPSocket 3310

Optionally, you can also restrain the TCP binding (by default the ClamAV daemon binds to INADDR_ANY):

TCPAddr 127.0.0.1

Once that’s done, you can run the virus definition database update:
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sudo freshclam

Lastly, start the clamd service and run it on boot:

sudo systemctl enable clamd@scan
sudo systemctl start clamd@scan

Bacula Enterprise Antivirus Plugin Installation

Installation of the Bacula Enterprise Antivirus Plugin is most easily done by adding the repository file suitable for
the existing subscription and the distributions package manager configuration. An example would be /etc/apt/
sources.list.d/bacula.list for Debian based Linux distributions with the following content:

# Bacula Enterprise
deb https://www.baculasystems.com/dl/@customer-string@/debs/bin/@version@/bullseye-64/.
—»stretch main

After that, a run of apt-get update is needed. Then, the plugin can be installed using apt-get install
bacula-enterprise-antivirus-plugin

On Redhat/CentOS 7 extend the repository file for your package manager to contain a section for the plugin - /etc/
yum.repos.d/bacula.repo:

[Bacula]

name=Bacula Enterprise
baseurl=https://www.baculasystems.com/dl/@customer@/rpms/bin/@version@/rhel7-64/
enabled=1

protect=0

gpgcheck=0

Then perform a yum update and after that the package bacula-enterprise-antivirus-plugin can be installed
with yum install bacula-enterprise-antivirus-plugin.

Manual installation of the packages can be done after downloading the right files from the Bacula Systems provided
download area, and then using the low-level package manager (rpm or dpkg ) to do the plugin installation.

Bacula Enterprise Verify Job Configuration

Parameters

The Bacula Enterprise Antivirus Plugin accepts two parameters:

* hostname: The binding address of the ClamAV daemon (specified in clamav.conf as TCPAddr). Can be any P4
TCP address. Default is ‘localhost’

 port: The ClamAV daemon port number (specified in clamav.conf as TCPSocket). Default port is 3310.
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Plugin Options

Contrary to “classical” Bacula FD plugins, these parameters are configured in the Verify Job as PluginOptions rather
than a “Plugin =” in a FileSet.

There are three possible ways to instruct a Bacula Verify Job to run the antivirus plugin:

# Add a PluginOptions directive to the Verify Job configuration (recommended):

Job {

Name
Type

Verify_and_AV_Scan
= Verify

Level = Data

Client = localhost-fd
FileSet = LinuxHome
Storage = File

Pool = Default
Messages = Standard

PluginOptions = "antivirus: hostname=127.0.0.1 port=3310"

# <---- Add this line here

# Specify the pluginoptions as a parameter to the ‘run’ command in bconsole:

*run job=Verify_and_AV_Scan jobid=1 storage=Filel pluginoptions="antivirus:..
—,hostname=localhost port=3310"

# Dynamically modify the verify job within bconsole

*run job=Verify_and_AV_Scan jobid=1 storage=Filel

JobName: Verify_and_AV_Scan

Level: Data

Client: localhost-fd

FileSet: LinuxHome

Pool: Default (From Job resource)
Storage: Filel (From Command input)
Verify Job: LinuxHome.2021-10-12_05.31.58_03

Verify List:

When:

2021-10-12 05:40:12

Priority: 10
OK to run? (yes/mod/no): m
Parameters to modify:

1:

O 00 NO VT i WIN

Level
Storage
Job
FileSet
Client
When
Priority
Pool
Verify Job

10: Plugin Options
Select parameter to modify (1-10): 10
Please Plugin Options string: antivirus: hostname=127.0.0.1 port=3310

(continues on next page)
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Run Verify Job

JobName: Verify_and_AV_Scan

Level: Data

Client: localhost-£fd

FileSet: LinuxHome

Pool: Default (From Job resource)
Storage: Filel (From Command input)
Verify Job: LinuxHome.2021-10-12_05.31.58_03
Verify List:

When: 2021-10-12 05:40:12

Priority: 10

Plugin Options: antivirus: hostname=127.0.0.1 port=3310
OK to run? (yes/mod/no): yes

Bacula Enterprise Antivirus Plugin Behavior

Under normal conditions, the Verify Job will silently scan existing files from the specified backup and should terminate
with a “Verify OK” Job status:

run job=Verify_and_AV_Scan jobid=1 storage=Filel

JobName: Verify_and_AV_Scan

Level: Data

Client: localhost-£fd

FileSet: LinuxHome

Pool: Default (From Job resource)
Storage: Filel (From Command input)
Verify Job: LinuxHome.2021-10-12_06.04.11_03
Verify List:

When: 2021-10-12 06:04:17

Priority: 10

Plugin Options: antivirus: hostname=localhost port=3310
OK to run? (yes/mod/no): yes

12-0Oct 06:04 localhost-dir JobId 2: Verifying against JobId=1 Job=LinuxHome.2021-10-12_
—06.04.11_03

12-0Oct 06:04 localhost-dir JobId 2: Start Verify JobId=2 Level=Data Job=Verify_and_AV_
—Scan.2021-10-12_06.04.17_05

12-0Oct 06:04 localhost-dir JobId 2: Connected to Storage "Filel" at localhost:8103 with.
—TLS

12-0Oct 06:04 localhost-dir JobId 2: Using Device "FileStoragel" to read.

12-Oct 06:04 localhost-dir JobId 2: Connected to Client "localhost-fd" at localhost:8102.
—with TLS

12-0ct 06:04 localhost-fd JobId 2: Connected to Storage at localhost:8103 with TLS
12-0Oct 06:04 localhost-sd JobId 2: Ready to read from volume "TestVolume®O1" on File..
—.device "FileStoragel" (/mnt/archive).

12-0ct 06:04 localhost-fd JobId 2: Got plugin command = antivirus: hostname=localhost..
—port=3310

12-0ct 06:04 localhost-sd JobId 2: Forward spacing Volume "TestVolume®O01" to addr=228
12-0ct 06:05 localhost-sd JobId 2: End of Volume "TestVolume®O®l" at addr=98844823 on.
—.device "FileStoragel" (/mnt/archive).

(continues on next page)
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12-0ct 06:05 localhost-sd JobId 2: Elapsed time=00:00:51, Transfer rate=1.935 M Bytes/
—»second
12-0ct 06:05 localhost-dir JobId 2: Bacula localhost-dir 12.9.2 (110ct21):

Build OS: x86_64-pc-linux-gnu ubuntu 9.12
JobId: 2

Job: Verify_and_AV_Scan.2021-10-12_06.04.17_05
FileSet: LinuxHome

Verify Level: Data

Client: localhost-£fd

Verify JoblId: 1

Verify Job:

Start time: 12-0ct-2021 06:04:19

End time: 12-0ct-2021 06:05:21

Elapsed time: 1 min 2 secs

Accurate: no

Files Expected: 2,238

Files Examined: 2,238

Non-fatal FD errors: 0

SD Errors: 0

FD termination status: OK

SD termination status: OK
Termination: **Verify OK**

When a virus is detected by ClamAYV, an error is reported in the Bacula job log and the Job will continue to verify the
rest of the files, but it will terminate with a “Verify OK — with warnings” Job status.

Within the job output, the antivirus plugin specifies the infected file(s) and the virus name(s) detected.

run job=Verify_and_AV_Scan jobid=3 storage=Filel

JobName: Verify_and_AV_Scan

Level: Data

Client: localhost-fd

FileSet: LinuxHome

Pool: Default (From Job resource)
Storage: Filel (From Command input)
Verify Job: LinuxHome.2021-10-12_06.05.22_07
Verify List:

When: 2021-10-12 06:05:27

Priority: 10

Plugin Options: antivirus: hostname=localhost port=3310
OK to run? (yes/mod/no): yes

12-0Oct 06:05 localhost-dir JobId 4: Verifying against JobId=3 Job=LinuxHome.2021-10-12_
—06.05.22_07

12-0ct 06:05 localhost-dir JobId 4:
—Scan.2021-10-12_06.05.27_09
12-0ct 06:05 localhost-dir JobId 4:
—TLS

12-0Oct 06:05 localhost-dir JobId 4:
12-0Oct 06:05 localhost-dir JobId 4:
—with TLS

12-0ct 06:05 localhost-fd JobId 4: Connected to Storage at localhost:8103 with TLS

Start Verify JobId=4 Level=Data Job=Verify_and_AV_
Connected to Storage "Filel" at localhost:8103 with.

Using Device "FileStoragel" to read.
Connected to Client "localhost-fd" at localhost:8102.

(continues on next page)
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12-0ct 06:05 localhost-sd JobId 4: Ready to read from volume "TestVolume®O1" on File,
—.device "FileStoragel" (/mnt/archive).

12-0ct 06:05 localhost-fd JobId 4: Got plugin command = antivirus: hostname=localhost..
—port=3310

12-0ct 06:05 localhost-sd JobId 4: Forward spacing Volume "TestVolume®O1" to..
—»addr=98844823

12-0ct 06:05 localhost-sd JobId 4: End of Volume "TestVolume®O®1l" at addr=98845442 on.
—device "FileStoragel" (/mnt/archive).

12-0ct 06:05 localhost-sd JobId 4: Elapsed time=00:00:01, Transfer rate=197 Bytes/second
12-0ct 06:05 localhost-fd JobId 4: **Error: /home/nbizet/src/bacula-bee/regress/tmp/
—eicar Virus detected stream: Eicar-Signature FOUND**

12-0ct 06:05 localhost-dir JobId 4: Bacula localhost-dir 12.9.2 (110ct21):

Build OS: x86_64-pc-linux-gnu ubuntu 9.12
JoblId: 4

Job: Verify_and_AV_Scan.2021-10-12_06.05.27_09
FileSet: LinuxHome

Verify Level: Data

Client: localhost-£d

Verify JobId: 3

Verify Job:

Start time: 12-0ct-2021 06:05:29

End time: 12-0ct-2021 06:05:29

Elapsed time: 1 sec

Accurate: no

Files Expected: 1

Files Examined: 1

Non-fatal FD errors: 1

SD Errors: 0

FD termination status: OK

SD termination status: OK

Termination: **Verify OK -- with warnings**

2.2 BGuardian

The following article aims at presenting the reader with information about the Bacula Enterprise BGuardian Plugin
(Bacula Guardian). The document briefly describes the target technologies of the plugin, defines the scope of its
operations, and presents its main features.

Bacula Enterprise BGuardian Plugin is intended to become the ultimate tool designed to facilitate and automate
some of the most important tasks around security analysis for a backup environment using Bacula Enterprise, providing
a comprehensive overview of your system’s security posture, highlighting potential issues, suspicious activities, and
weak points.

With its advanced capabilities and comprehensive approach, BGuardian safeguards your environment by meticulously
scrutinizing the whole Bacula Configuration, the evolution and behavior of the executed jobs, as well as the status of
the different components of the target system.

Using statistical analysis and best-practices knowledge, it provides backup poisoning detection features, as well as
secure configuration assessment. It does it extracting valuable insights from the gathered information and presenting it
in the form of easy to understand reports. On the other hand, it also generates persistent alerts that serve as a framework
to control and act upon any found issue.

Even if BGuardian represents a very important help in terms of security for a given environment, it is crucial to remark
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that security must be considered as a whole in any organization. It starts on the very internal roots of any corpora-
tion when a security plan and recovery strategies are well-defined and followed. It continues with the application of
best practices at all levels: Using secure communications, using less privileges principles (Zero-trust), using secure
network architectures, strong passwords policies, monitoring and auditing processes, multifactor authentication, data
encryption, data immutability and many other technical features. However, probably one of the most important parts,
comes with the application of common sense and a good education in secure practices for all the people inside the
organization, which means things like avoid phishing attacks, be careful with any untrusted or not updated software,
not share private or internal information in sensible places, not reuse passwords and many more.

Together with BGuardian, Bacula Enterprise offers all the other needed features to make the backup environment an
extremely secure place. In order to have more information about them, refer to the appropriate section associated to
the different security features listed in: Security Features.

Through subchapters, more in-depth information can be found about the following topics:

Scope

Bacula Enterprise BGuardian Plugin currently supports any platform where Bacula Director can be deployed.
This plugin is available since Bacula Enterprise 16.0.12.
See also:

* BGuardian Features

* BGuardian Installation

* BGuardian Configuration

* BGuardian Operations

* BGuardian Best Practices

* BGuardian Limitations

* BGuardian Troubleshooting

Go back to the BGuardian plugin main page.

Features

General Features

The main feature this plugin offers is to act as an assistant in order to help the system administrator to have a more solid
and secure environment. This can be divided into the following generic features:

* Backup poisoning detection: Mark jobs with unexpected values in the amount of data processed, which could
be a result of ransomware activities

» Secure configuration assessment: Make suggestions of configuration modifications to help to comply with secure
recommendations and best-practices

* Failure patterns detection: Detection of potential issues related to running services
¢ Friendly reports generation: Detailed logging of analysis activities while running

* Persistent alerts generation: Summarized information that generates Bacula Events when each alert is created or
recovered, to be updated with each analysis execution
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Services

Below is the list of services/checks that the plugin provides:

Strong password checking

Duplicated password checking

Strong permissions in Bacula configuration

Correct users for running processes

Recent successful catalog backup

Recent successful backup of Bacula configuration

Recent usage of Restore jobs

Recent usage of Verify jobs

Recent usage of Copy/Migration jobs to a different storage tier

Usage of malware protection in jobs

Usage of restricted consoles

Usage of antivirus jobs for every client

Usage of Events in Message resources

Usage of encryption in the environment

Detect cloud devices without encryption

Usage of volume protection in the environment

Director status (errors, FIPS usage, debug flags)

Usage of DirAddress setting to limit Director service to be listening on specific interfaces
Reachability and status of Storage Daemons (errors, FIPS usage, debug flags)
Control of having enough free space on Storage Daemon devices

Control of having enough free space for Deduplication in Dedup enabled Storage Daemons

Detection of any kind of errors in Global Endpoint Deduplication engine (general errors, container errors, vacuum
errors...)

Detection of orphan, suspect or missed references in Global Endpoint Deduplication engine

Recent execution of the Global Endpoint Deduplication Vacuum process for Dedup enabled Storage Daemons
Reachability and status of File Daemons (errors, FIPS usage, debug flags)

Usage of security plugin in each Client

Check running Bacula versions among the different daemons and report any unsupported differences

Check recent executions of PostgreSQL vacuum procedures over key tables for Bacula

Check recent executions of PostgreSQL analyze procedures over key tables for Bacula

Check if PostgreSQL configuration values are under or over the recommended thresholds

Backup poisoning detection through deviation analysis

Detection of jobs under a threshold success ratio

Detection of jobs without a recent successful execution
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* Detection of jobs failed consecutively a specified number of times

* Detection of successful Full backup jobs that did not backup any data

» Detection of jobs that were not copied to any 2-Tier storage layer

* Detection of jobs that were never verified

* Detection of jobs where a restore was never attempted

* Detection of BWeb users which do not have 2Factor authentication enabled

 Detection of Incremental or Differential jobs whose predecessor is no longer in the catalog

* Detection of jobs where “will not descend” is reported due to ‘onefs = yes’. This is a possible indication that
data which might be expected to be backed up is not being backed up

* Report of jobs where viruses or malware is found

* Report of recent recorded Bacula events about security (for instance, failed bconsole connections)

* Report of jobs with Global Endpoint Deduplication enabled which show a low deduplication ratio
This list of features will be growing with future versions of this plugin.
See also:

* BGuardian Scope

* BGuardian Architecture

* BGuardian Installation

* BGuardian Configuration

* BGuardian Operations

* BGuardian Best Practices

* BGuardian Limitations

* BGuardian Troubleshooting

Go back to the BGuardian plugin main page.

Architecture
Bacula Enterprise BGuardian Plugin is a Bacula Director plugin which may be run manually, or automatically on
a periodic schedule via a Bacula Admin Job.

This tool is packed as a configurable daemon built on top of the Java language. The daemon can automatically com-
municate with Bacula through the following channels:

* bconsole
* bdirjson tool
* Direct connection to the SQL catalog

Once the different services are performed, BGuardian writes user-friendly HTML reports into the local filesystem,
JSON reports that can be processed by any other tool, as well as other internal files which provide a persistent alert
framework with information that is kept through subsequent daemon executions and that is available also for other
layers of Bacula.

Below is a simplified vision of the BGuardian architecture within a generic Bacula Enterprise deployment:

See also:
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Fig. 5: BGuardian Plugin Architecture

* BGuardian Scope

* BGuardian Features

* BGuardian Installation

* BGuardian Configuration

* BGuardian Operations

* BGuardian Best Practices

* BGuardian Limitations

* BGuardian Troubleshooting

Go back to the BGuardian plugin main page.

Installation

This article describes how to install Bacula Enterprise BGuardian Plugin.
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Prerequisites

* The BGuardian Plugin need to be installed on the host where the Bacula Director is installed.

* The plugin works through a Java daemon, therefore Java needs to be installed onto the host through a JRE or

JDK package (openjdk-11-jre for example).

* The Java environment needs to be in version 11 or above and the Java binary must be available in the system

PATH.

Installation Methods

BGuardianInstallationWithBIM (recommended)

BGuardianInstallationPackageManagers

Result

The package installs the following elements:

e Jar libraries in /opt/bacula/lib (such as bacula-bguardian-dir-plugin-x.x.x.jar). Note that the version of the jar
archive is not aligned with the version of the package. However, that version can be shown in the json reports.

* The bguardian shell script file in /opt/bacula/bin which invokes the jar files. The bguardian script searches for
the most recent bacula-bguardian-dir-plugin-x.x.x.jar file in order to launch it, even though usually there should

only be one file.

See also:

BGuardian Scope
BGuardian Features
BGuardian Architecture
BGuardian Configuration
BGuardian Operations
BGuardian Best Practices

BGuardian Limitations

Go back to the BGuardian plugin main page.

Configuration

The following chapter presents information on how to configure BGuardian.
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Base Function
Basics

BGuardian needs to be able to connect to bdirjson tools, bconsole and the catalog.

BConsole and bdirjson commands are expected to be inside the /opt/bacula/bin directory. If the installation was done
using custom paths, it will be needed to create symlinks to this location.

BGuardian uses the same kind of connection to the catalog that Bacula instance is using in the same host. There-
fore, it will use the same credentials and database name that is configured int he ‘Catalog’ resource of the Director
configuration.

BGuardian may be executed manually from the command line by running the script. Normally, if the connection to the
database is using ‘peer’ mode it should be run by the bacula user:

Listing 6: Admin Job

sudo -u bacula /bin/bash /opt/bacula/bin/bguardian

Note that /bin/bash may not be required if the bacula user can find the bash binary regularly.
It is recommended to run it from a Bacula Admin Job and schedule it once a day:

Admin Job example:

Listing 7: Admin Job

Job {
Name = "BGuardian"
Type = Admin

Schedule = Daily0100
JobDefs = JobDefault

Runscript {

RunsWhen = Before

RunsOnClient = no

Command = "sudo -u bacula /bin/bash /opt/bacula/bin/bguardian"

Daily Schedule example:

Listing 8: Schedule

Schedule {
Name = "Daily0100"
Run = Level=Full daily at 01:00

BGuardian will run an analysis of all the configured services and produce some reports by default, as well as the
corresponding alerts, that are stored as individual files. However, it also has a mode where it is possible to interact with
the existing alerts in the system in order to show them, remove them or mark them to be ignored.
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In general there is no need to change any parameter of BGuardian as it will work out of the box. However, it is possible
to tune it in order to adjust the tests which are run and the results based on the specific environment it is being run in.

The daemon can receive parameters in 3 different forms:
1. Daemon parameters

The format is:

--parameter_name parameter_value

Note the ‘—’ before parameter name and the space in between to put the value.

Example:

sudo -u bacula /bin/bash /opt/bacula/bin/bguardian --dev_min_executions 10 --max_days_
—copy 30

2. Parameters in a file

It’s needed to use the special parameter:

--config_file "/opt/bacula/etc/bguardian.conf”

Then, the file may contain the parameters using:

parl=vall
par2=val2
par3=val3

Example:

Listing 9: Events Configuration

reports_keep_number=10

disable_events=true
configuration_checks_exclude=restore,verify, copy
services_exclude=successratio,restorefrequency
success_factor=0.7

3. Special alert commands

There are some commands regarding the alerts that have some shortcuts which may be invoked directly as:

# List active alerts in json format
sudo -u bacula /bin/bash /opt/bacula/bin/bguardian list

# List ignore alerts in json format
sudo -u bacula /bin/bash /opt/bacula/bin/bguardian list_ignore

# List active alerts in text format
sudo -u bacula /bin/bash /opt/bacula/bin/bguardian list_text

# List ignore alerts in text format
sudo -u bacula /bin/bash /opt/bacula/bin/bguardian list_ignore_text

# Add ignore

(continues on next page)
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sudo -u bacula /bin/bash /opt/bacula/bin/bguardian ignore "code"

# Remove ignore
sudo -u bacula /bin/bash /opt/bacula/bin/bguardian remove_ignore "code"

# Remove alert
sudo -u bacula /bin/bash /opt/bacula/bin/bguardian remove_alert "code"

BGuardian can send events regarding the alerts that it generates, which is recommended. To benefit from this feature, it
is necessary to enable events in the proper message resource, adding the special ‘events’ keyword to the configuration:

Events configuration example:

Listing 10: Events Configuration

Messages {

Name = Standard

mailcommand = "/tmp/regress/bin/bsmtp -h localhost -f \"\(Bacula regression\) %r\" -
S \"Regression: %t %e of %c %1\" %r"

operatorcommand = "/tmp/regress/bin/bsmtp -h localhost -f \"\(Bacula regression\)
%r\" -s \"Regression: Intervention needed for %j\" %r"

console = all, !skipped, !terminate, !restored, events

append = "/tmp/regress/working/log" = all, !skipped, events

catalog = all, !skipped, events

Go back to the main configuration page.

Parameters

One of the most important reasons to modify the default parameters is to select the services to include or exclude during
the execution of BGuardian. By default, all services are included.

Additionally, some services allow sub-checks and those may also be excluded. The parameters to control these two
features are:

* service: For the main services
* configuration_checks_exclude: To exclude checks from the configuration security service
After selecting the services to apply, there are also parameters which can control the results of those services.

Described below are all services and all of their specific parameters, as well as what actions are recommended to take
if results are detected for each of them.
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Fileset Common Parameters

The following parameters are applicable to the general behavior of the plugin:

Copyright © 2024 Bacula Systems. All trademarks are the property of their respective owners. 142



Op- | Re- | Default Values Ex- | Description
tion | quired am-
ple
mode¢ No | check check, alert alert | Run normal check mode or
alert
mode to query current
alerts
or add/remove alerts or ig-
nores
ser- | No | configurationsecurity, List (separated by °,") con- | Select the services that
vice infected, securityevents, of elements from: fig- BGuardian will execute
deviation, successratio, configurationsecurity, ura-
failedinarow, empty, infected tionset
lastgood, nocopy, securityevents, cu-
noverify, lowdedup, deviation, rity,
orphanchain, successratio, no-
restorefrequency, failedinarow, copy
differentfilesystem, empty, lastgood,
nototp nocopy, noverify,
differentfilesystem,
lowdedup, orphanchain,
restorefrequency,
differentfilesystem,
nototp
ser- | No List (separated by °,’) con- | Select the services that
vice_lexclude of elements from: fig- BGuardian will exclude.
configurationsecurity, ura- | Use
infected, tionser this variable to exclude a
securityevents, cu- list
deviation, rity, | or the ‘service’ one to in-
successratio, no- clude
failedinarow, copy | alist, but do not use both
empty, lastgood,
nocopy, noverify,
lowdedup, orphanchain,
restorefrequency,
differentfilesystem,
nototp
con- | No The path pointing to /opt/bacAlddets/bgudetinn setoingg
fig_file a file containing any file
combination of plugin where configure any pa-
parameters rameter of
the plugin. Therefore you
don’t
need to put them directly in
the Plugin line of the file-
set
log | No An existing path with /tmp/hgdiantésgdditional log in
enough permissions for addition
File Daemon to create to what is shown in job log.
a file with This parameter is included
the provided name in the
backend file, so, in gen-
eral,
by default the log is going
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Configuration security service

This service is activated if the service parameter contains the keyword: configurationsecurity.

Alert code is: GC__[SUBSERVICE]. Subservice codes are detailed below.

The purpose of this service is to report the result of different checks regarding security, status and best practices related
to how Bacula is configured and running in the environment.

Option Re- | Default | Values Example Description
quired

max_days_bacha_hatRup Integer 5 Maximum number of days without a
backup of the configuration or catalog
before generating an alert

max_days_copNo | 15 Integer 3 Maximum number of days without any
copy job before generating an alert

max_days_verifo | 30 Integer 30 Maximum number of days without any
verify job before generating an alert

max_days_restbre | 30 Integer 60 Maximum number of days without any
restore job before generating an alert

max_days_vacNum | 7 Integer 2 Maximum number of days without run-
ning vacuum in dedup enabled storage
daemons

dedup_free_sphice mil) ytes 82400ng 536870912000 | Limit on bytes of free space for dedup
engines before raising the alert

permis- No | /opt/bacula List of paths /opt/bacula/etc | List of paths of bacula installation files

sions_base_paths where checking permissions

con- No | Bacu- Job Name BaculaConfig Name of the job of the Backup of the

fig_backup_job_naméaDirec- configuration of Bacula, to analyze if

torCon- it’s regularly run
figs

cata- No | (auto- Job Name BaculaCatalog | Name of the job of the Backup of the

log_backup_job_namdetected) catalog of Bacula, to analyze if it’s reg-
ularly run

min_free_spacdipercéfit Integer 5 Minimum percentage of free space for a

given Storage Daemon before generat-
ing an alert

configura-

No

tion_checks_exclude

*List of checks

separated by °,
(see next point)

restore, verify,
copy, malware,
antivirus

List of subchecks to exclude from the
execution of this Configuration security
service

Configuration security service subchecks

Configuration security is a special service of BGuardian that checks many things related with the configuration of the

environment.

By default, it will check everything, but it is possible to exclude some checks using the configuration_checks_exclude
parameter and adding a list of keywords there (separated by *,’).

Below we briefly describe the keyword and the function of each of the services and what is the recommended action if
a related issue is reported. The code serves for the alerts functionality and to quickly identify each issue:

 passwords: Checks duplicated passwords and the strength of them inside Bacula Director configuration.

— Code: GC__PASSWOR
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— Action: Make your passwords unique and use a strong keyword (+8 characters, include upper and lower-
case, digits and symbols)

 catalog_backup: Checks configuration and recent execution (max_days_bacula_backup parameter) of the
backup of the catalog of Bacula (configurable by config_backup_job_name).

— Code: GC__CATALOG

— Action: Immediately run a backup of the catalog and make sure your schedule is frequent enough (once a
week at least)

 config_backup: Checks configuration and recent execution (max_days_bacula_backup parameter) of the backup
of the configuration of Bacula (configurable by catalog_backup_job_name).

— Code: GC__CONFIG_

— Action: Immediately run a backup of the catalog and make sure your schedule is frequent enough (once a
week at least)

* restore: Checks execution of some recent restore (max_days_restore parameter). It is a best practice to run some
restore of the different kinds of data from time to time.

— Code: GC__RESTOR
— Action: Run some restore for each kind of data and each kind of storage from time to time.

« verify: Checks execution of some recent verify job (max_days_verify parameter). It is a best practice to verify
the data of your jobs.

- Code: GC__VERIFY
— Action: Configure verify jobs for your data

* copy: Checks execution of some recent restore (max_days_copy parameter). Itis a best practice to use a multi-tier
strategy with your backups.

- Code: GC__COPY
— Action: Define a second storage tier and configure copy jobs to send your data there.

* malware: Checks jobs that could activate the Malware protection function, but have not enabled it.
— Code: GC__MALWAR

— Action: Enable Malware detection for any reported system that could be suitable to be infected because its
location, usage pattern and data kind

« antivirus: Checks the existence of one antivirus job for each client.

— Code: GC__ANTIVI

— Action: Configure an antivirus job for your clients, specially for file servers.
* consoles: Checks the usage of restricted consoles.

— Code: GC__CONSOL

— Action: If you have different users accessing your Bacula environment, configure a restricted console for
each of them, using only the minimal needed permissions

« events: Checks the activation of Events in Message resources for auditing purposes.
— Code: GC__EVENTS

— Action: Enable events messages in your configuration and store them at your convenience (it is recom-
mended to store them in a file and also in the catalog)

* dir_status: Checks the status of the Director daemon to see if there is any reported error with the service.
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— Code: GC__DIR_ST
— Action: Review the status of your Director service and start or restart it

* dir_address: Checks the usage of DirAddress setting to limit Director service to be listening on specific inter-
faces

— Code: GC__DIR_AD
— Action: Use the DirAddress setting, so you limit the service to be listening only on the required interface

» sd_status: Checks the status of the Storage Daemon(s) to see if there is any reported error with the service or if
there is no connectivity with some of them.

— Code: GC__SD_STA

— Action: Review the status of the affected Storage Daemon and the connectivity to it from the Director host.
Start or restart the service if needed

* sd_free: Checks free space in each Storage Daemon is above the threshold (defined by min_free_space_percent
parameter).

— Code: GC__SD_FREE
— Action: Review the status of the affected Storage Daemon and start or restart it

 dedup: Enable getting dedup status for Storage Daemons in order to make dedup checks around Global Endpoint
Deduplication. (Requires to not exclude sd_status)

* ded_errors: Check if GED is reporting some general error. (Requires to not exclude dedup)
— Code: GC__DED_ER

— Action: Review the message and the status of the affected Storage Daemon. Restart it, run vacuum proce-
dures and re-check

e ded_orphan: Check if GED is reporting some orphan reference. (Requires to not exclude dedup)
— Code: GC__DED_OR
— Action: Run vacuum as soon as possible. If it is not solved, run scrub process.

e ded_vacuum: Check if GED vacuum procedure was executed recently enough. The number of days can be
controlled with max_days_vacuum parameter. (Requires to not exclude dedup)

— Code: GC__DED_VA
— Action: Run vacuum as soon as possible.
e ded_idx: Check if GED is marking some error with the indexes. (Requires to not exclude dedup)
— Code: GC_DED_ID
— Action: Review the status of the filesystem holding the indexes.
* ded_miss: Check if GED is marking some missed reference. (Requires to not exclude dedup)
— Code: GC__DED_MI
— Action: Run vacuum as soon as possible. If it is not solved, run scrub process.

 ded_free: Check the free space available in GED engine (it relies on parameter dedup_free_space_min_bytes).
(Requires to not exclude dedup)

— Code: GC__DED_FR

— Action: Provide more space to your GED containers filesystem. You can also purge data from your dedup
storages and then run vacuum process to try to recover some space.
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* ded_suspect: Check if GED is reporting some suspect reference. (Requires to not exclude dedup)
— Code: GC__DED_SU
— Action: Run vacuum as soon as possible. If it is not solved, run scrub process.

e ded_derr: Check if GED is reporting errors in the dedup engine. (Requires to not exclude dedup)
— Code: GC__DED_DE
— Action: Run vacuum as soon as possible. If it is not solved, run scrub process.

* ded_cerr: Check if GED is reporting errors in the containers. (Requires to not exclude dedup)
— Code: GC_DED_CE
— Action: Run vacuum as soon as possible. If it is not solved, run scrub process.

« fd_status: Checks the status of the client File Daemon(s) to see if there is any reported error with the service or
if there is no connectivity with some of them.

— Code: GC__FD_STA

— Action: Review the status of the affected File Daemon and the connectivity to it from the Director host.
Start or restart the service if needed

* fips: Checks if FIPS is enabled on daemons supporting it (for DIR requires to not exclude ‘dir_status’ ; for FDs
requires to not exclude ‘fd_status’ ; for SDs requires to not exclude ‘sd_status’).

— Code: GC__FIPS
— Action: Consider enabling FIPS to the affected Daemon if your security posture needs to be very high

e trace: Checks if trace is enabled in any daemon with the risk of fulling a disk (for DIR requires to not exclude
‘dir_status’ ; for FDs requires to not exclude ‘fd_status’ ; for SDs requires to not exclude ‘sd_status’).

— Code: GC_TRACE

— Action: Disable debug and trace from the affected Daemon as soon as possible if you are not doing debug
activities anymore

* versions: Checks if the FDs and/or SDs Bacula versions are aligned with the version of the Director (for FDs
requires to not exclude ‘fd_status’ ; for SDs requires to not exclude ‘sd_status’).

— Code: GC__VERSIO

— Action: Install a supported Bacula version in the affected Daemon. Storage Daemon and Director must be
on the same version, while File Daemons can run an older version than the Director.

 security_plugin: Checks if the security plugin is deployed in each FD (requires to not exclude ‘fd_status’).
— Code: GC__SECURI
— Action: Install the security plugin in the affected File Daemons

 permissions: Checks if permissions are strong enough for the given path and subpaths (permissions_base_paths
parameter).

— Code: GC__PERMIS

— Action: Correct the permisisons on the affected paths. Usually you need to exclude the ‘others’ group from
any bacula directory and to protect the bacula configuraton from undesiderable writes.

* running_processes: Checks if running processes are running with root user, which is generally not recom-
mended for secure environments.

— Code: GC__RUNNIG
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— Action: Configure your daemos with the correct user. Director and Storage Daemon do not need to be run
with root.

 encryption: Check if encryption is used at all in the environment

— Code: GC__ENCRYP

— Action: Consider using encryption for any sensitive data or any untrusted storage.
* volprotection: Check if volume protection is used at all in the environment

— Code: GC__VOLPRO

— Action: Consider enabling volume protection for you disk backup over linux, as well as any backup sent
to NAS from NetApp, DataDomain or HPE StoreOnce.

e pg_vacuum: Check if PostgreSQL vacuum process was executed recently enough on the key tables
— Code: GC__PG_VAC

— Action: Run Vacuum on the affected tables as soon as possible, during a low load window in your environ-
ment.

* pg_analyze: Check if PostgreSQL analyze process was executed recently enough on the key tables
— Code: GC__PG_ANA

— Action: Run Analyze on the affected tables as soon as possible, during a low load window in your envi-
ronment.

¢ pg_config: Check if PostgreSQL configuration parameters are inside the recommended margins
— Code: GC__PG_CON

— Action: Correct the mentioned values to comply with the recommended configuration

Infected service

This service is activated if the service parameter contains the keyword: infected.
Alert code is: GIN

The purpose of this service is to reports jobs where some virus, ransomware or malware were detected, so a summary
of them is easily available while a new alert for any new entry will also be generated.

Action: If you find any job containing some kind of malware or virus you should quickly isolate that system from your
network and run healing activities on it. After, run a new backup and check that no more virus or malware are detected.

Security events service

This service is activated if the service parameter contains the keyword: securityevents.
Alert code is: GSE

This service will report any recent event registered in Bacula core with the security category.

Option Re- De- | Val- | Ex- Description
quired | fault | ues | am-
ple
securi- No 15 Inte- | 30 Defines the number of days to consider, from today, for
tyevents_days_since ger the report of security events

Copyright © 2024 Bacula Systems. All trademarks are the property of their respective owners. 148



Action: Review the nature of the event and act in consequence. If you find, for instance, many failed attempts to connect
to the Director from BConsole, consider to change the location of your consoles or improve the security posture at
networking level for them.

Deviation se

rvice

This service is activated if the service parameter contains the keyword: deviation.

Alert code is: GDV

The purpose of this service is to analyze job executions statistically and find deviation from the expected values. Cal-
culations are done over the size, number of files and duration of the jobs.

Depending on what kind of jobs and the nature of data of your environment, you may need to adjust the following
parameters to maximize the utility of the deviation results. It is possible to adjust the different thresholds, as well as to
decide if results should only be listed following regression deviation and deviation from average (default behavior) or
exclude deviation from average if it is generating too much information and it is not pointing to issues in the environment
(dev_include_by_avg parameter).

Parameters for deviation service are explained below:

Op- | Re- | De- | Val- | Ex- | Description
tion | quiredfault| ues | am-
ple
dev_fackr | 0.4 | Float | 0.25 | Defines what jobs that will trigger the alert of deviation. It means what rela-
tion with the calculated standard deviation is considered significant enough. 1
means 200% of the standard deviation, 0.5 means 150% of the standard devi-
ation. Example: If the standard deviation for size is 100Mb, with a value of
0.5: A job with a deviation from the average or regression of 160Mb will be
selected, a job with a deviation from the average of 50Mb won’t be selected, a
job with a deviation from the average of 120Mb won’t be selected
dev_sevbkity| low_linkitat | 0.8 | Defines the limit to consider a selected deviated job as severity Low
dev_sevbdkity| medinhldimit0.9 | Defines the limit to consider a selected deviated job as severity Medium
dev_milaregréssion Eloeurady! | Minimum value of regression accuracy in order to use the regression analysis
dev_miNNale v_(Hiom_Rigat | 2 Minimum deviation from the average to consider a job as deviated for selection
based on average
dev_mitNaduraiéf| Inte- | 3600 Minimum duration of a job in order to consider deviation by duration as some-
ger thing significant to select the job
dev_milNcexecfitionsInte- | 20 | Minimum number of executions of a given job in order to consider it for devi-
ger ation analysis
dev_incNunle| byuavg 1, false| Enable/disable selection of results based on the average deviaton
true,
yes,
Yes
;0 0,
false,
no,
No
dev_milNdiles 50 Inte- | 100 | Minimum nuber of files in a job in order to consider deviation by number of
ger files as something signficatn to select the job
deV_rTiN_(size 10485106~ | 524288d@nimu size of a job in order to include it in deviation analysis
ger

Action: When this service reports results, you should review every result and analyze what caused the given deviation.
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A deviation can be caused by many reasons, like sudden new information to backup, a sudden slowness problem,
some controlled massive deletion... However, the same effect can be caused from ransomware activities or even a not
controlled or desired user activity. If you find such event, you will need to solve it and consider adjusting or re-runnnig
some backups. If there is an explanation, every issue can be marked to be ignored in further alerts through the ignoring
mechanism.

Failed in a row service

This service is activated if the service parameter contains the keyword: failedinarow.
Alert code is: GFR

The purpose of this service is to report jobs that have failed N or more times in a row, according to the parameter
failedrow_times.

Option Re- De- | Val- | Ex- Description
quired | fault | ues | am-
ple
failedrow_timdbo 3 Inte- | 5 Defines thresshold of times a given job failed in order to select
ger it to be included in the report

Action: Review as soon as possible the affected jobs and analyze the causes of the failure. You can run them manually
to check the result and then adjust the configuration or the schedule according to the results of your analysis.

Restore frequency service

This service is activated if the service parameter contains the keyword: restorefrequency.
Alert code is: GRF

The purpose of this service is to report jobs whose restore frequency is below the factor established by the parameter:
restore_factor.

Option Re- De- Val- Exam- | Description

quired | fault ues ple
re- No 0.15 Float | 0.5 Defines thresshold of restoring frequency for a given job
store_factor in terms of %

Action: Review your backup policies and include some periodic restores on it, in order to ensure your backups and
restore strategies are correct and agile enough to be correctly prepared for the time when an urgent restore comes.

Success ratio service

This service is activated if the service parameter contains the keyword: successratio.
Alert code is: GSR

The purpose of this service is to report jobs whose successratio is below the factor established by the parameter:
success_factor.
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Option Re- De- | val- | Ex- Description
quired | fault | ues | am-
ple
success_factor No 0.8 Float | 0.75 Defines thresshold of success ratio for the executions
of a given job in terms of %

suc- No 0.4 Float | 0.5 Defines the limit to consider a selected deviated job as
cess_severity_medium|_limit severity Medium

suc- No 0.6 Float | 0.7 Defines the limit to consider a selected deviated job as
cess_severity_low_limit severity Low

Action: Review the affected jobs and analyze the causes of the failures. If they are apparently random, consider to run
a load analysis over your system in order to spread better the load over your network and hosts.

No Copy service

This service is activated if the service parameter contains the keyword: nocopy.
Alert code is: GNC

The purpose of this service is to reports jobs not included in any 2-tier policy, which means jobs that have never been
copied or migrated.

Option Re- De- | Val- | Ex- Description
quired | fault | ues | am-
ple
no- No 10 In- 10 Jobs that are more recent than the days defined by this pa-
copy_grace_perio?_days te- rameter won’t be included in the report
ger

Action: Review your backup policies and include a 2-Tier storage where sending the reported jobs through the config-
uration and execution of Copy jobs.

No Verify service

This service is activated if the service parameter contains the keyword: noverify.

Alert code is: GNV

The purpose of this service is to reports jobs not included in any verification policy, which means jobs that have never
been verified.

Option Re- De- | Val- | Ex- Description
quired | fault | ues | am-
ple
nover- No 20 In- 50 Jobs that are more recent than the days defined by this pa-
ify_grace_period_Tays te- rameter won’t be included in the report
ger

Action: Review your backup policies and include a verification phase where you run periodic verify jobs. Include the
listed jobs in the report.
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Empty service

This service is activated if the service parameter contains the keyword: empty.
Alert code is: GE

The purpose of this service is to reports Full jobs that were successful but have no contents (no files and no bytes
stored).

Action: Review the affected jobs, including the joblog and the configuration. You may need to adjust the configuration
or to run again the affected jobs.

Last good service

This service is activated if the service parameter contains the keyword: lastgood. Alert code is: GLG

The purpose of this service is to reports jobs where its last successful execution is older than the number of days
specified by the parameter: lastgood_max_since_days.

Option Re- De- | Val- | Ex- Description
quired fault | ues | am-
ple
last- No 5 In- 10 Jobs that have no successful execution more recent than the days
good_max_singe_days te- defined by this parameter will be included into the report
ger

Action: Review as soon as possible the affected jobs and their latest executions. Run them manually if they have been
missed, cancelled or failed.

Low Dedup

This service is activated if the service parameter contains the keyword: lowdedup.
Alert code is: GLD

The purpose of this service is to provide a report of jobs that are not having good enough deduplication and that are
potentially miss-using resources for information that are not a good candidate to be deduplicated. This information is
also useful if running out of space and need to delete or migrate the information of some jobs that are using a good
amount of storage.

Option | Re- | De- | Val-| Ex- | Description
quired fault | ues | am-
ple
dedup_rati¥omin 40 Float| 60 Defines thresshold of dedup ratio. Jobs with a lower ratio will be reported.
The threshold represents a percentage and jobs store it as ‘compressratio’
in the catalog

dedup_sizeNmin| 52428§800ng 262144(D6fines the limit in size to consider a selected low dedup job. Jobs with
smaller size won’t be considered

Action: Consider disabling deduplication for the affected jobs if the ratio is very poor for your needs. If running out
of space, consider deleting (or moving to a different storage with a Migration) large jobs with a poor ratio that are old
enough for your needs.
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Orphan Chain

This service is activated if the service parameter contains the keyword: orphanchain.
Alert code is: GOC

Incremental and Differential jobs are part of a chain, and they are dependent on the information of a previous job.
Sometimes, due to human mistakes or due to a bad retention policy, chains can be broken, and a dependent job is
recycled before an after one. This service will detect this situation and report jobs that are ‘orphan’ in these terms.

It is important to note that depending on the backup nature, Incremental or Differential jobs alone can be still useful.
For instance, for any job that contains files, the information is still fully recoverable, and they can also be based on a
previous older Full or Incremental having the restore job still working. However, for some Virtual Machine or Database
plugins, it is possible that one Incremental or Differential job without their predecessor will not contain recoverable
information. In general, it is important to try to avoid having any orphan job and this service is intended to help in that
direction.

Action: If you ever detect an orphan job, review your backup policies regarding retention times and adjust them, if
necessary, to not be automatically producing any orphan job. Check also for the affected jobs that you have other valid
copies of the information, if you don’t, run new jobs as soon as possible.

Different filesystem

This service is activated if the service parameter contains the keyword: differentfilesystem.
Alert code is: GDFS

This service will detect and report jobs where the log message ‘xxx is a different filesystem. Will not descend from
yyyy’ is produced. Paths reported there will be compared with the list of excluded ‘knonw’ paths configured by ‘dif-
ferent_fs_exclude’ parameter. If they do not match, jobs will be reported.

This situation happens when jobs are using filesets with OneFS option enabled. Depending on the environment, this
behavior is absolutely desirable, but can hide some non desired exclussion. This service helps to avoid those kind of
situations.

Option | Re- | De- Values Example Description
quiredfault
differ- | No | /proc, List  of | /proc, /sys, /tmp, /boot, | List of known paths that are on different
ent_fs_exclude| /sys, paths /myNonDesiredFS2, filesystems and there is no problem if they are
/tmp, separated | /mnt/myNonDesiredFS1, | reported as paths that won’t be backed up
/boot by

Action: Review the path that was excluded and consider modifying your backup configuration if it is necessary to
include it, or add it to the list to be excluded on this service otherwise.

NoTOTP service

This service is activated if the service parameter contains the keyword: nototp.
Alert code is: GNT
The purpose of this service is to report users that have not enabled TOTP 2-Tier authentication mechanism.

Action: Consider to enable the TOTP 2-Tier authentication mechanism for the reported users in order to improve your
security posture regarding BWeb access.

Go back to the main configuration page.
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BWeb

BGuardian is connected to BWeb in two forms.

The first of them is about the links that generates automatically to be able to open the joblogs of the reported job entries
in the html reports. This feature can be disabled with the parameter: bweb_jobid_link

The second is the ability to open directly the html report from BWeb. To accomplish this goal, BGuardian can generate
a symlink to the reports directory inside the proper BWeb directory, as it is shown below:

Listing 11: Reports symlink

# 1s -1 /opt/bweb/html/.reports
lrwxrwxrwx 1 root root 39 jul 28 11:12 /opt/bweb/html/.reports -> /tmp/regress/working/
—bguardian/.reports

That symlink can be created manually, but if we run once BGuardian with the root user, the symlink will also be created.
Note that if you run BGuardian from an AdminJob as we recommend, BGuardian will be executed by the ‘bacula’ user.

Once BGuardian detects the presence of BWeb and the symlink, the output of the script, available in the AdminJob
joblog will show this kind of lines:

Listing 12: HTML report in BWeb

Open html report from: https://your.bweb.host.name:9180/.reports/Report__2023-07-28_
—051730.html

As a result, you can copy that URL and directly see the report in your web browser.

Future versions of BGuardian and BWeb will expand this integration with more features, like listing the available reports
and allowing to directly click on the links to see them.

Go back to the main configuration page.
See also:

* BGuardian Scope

* BGuardian Features

* BGuardian Architecture

* BGuardian Installation

* BGuardian Operations

* BGuardian Best Practices

* BGuardian Limitations

* BGuardian Troubleshooting

Go back to the BGuardian plugin main page.
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Operations

The following article describes details regarding the different operations of Bacula Enterprise BGuardian Plugin,
which essentially are to generate detailed reports and alerts with grouped information coming from the details of those
reports.

Reports

Once BGuardian completes the different analysis that has been configured for it will produce a report of what has been
found in different formats:

* It will directly output the detailed information to STDOUT in human-friendly text format. If it was invoked from
a job, these output will be visible in the joblog.

* It will produce a computer-friendly report inside the configured reports_path, this is in json format.

* It will produce a friendly HTML report with the essential information inside the configured reports_path.
Text and json reports will contain the following data:

* A summary of the services that were run

* Produced errors, if any

* Version of BGuardian

* Date of the report

e Summary of the configuration used

e Summary of alerts generated

* List of issues found organized by service

* Totals for ignored results, passed checks and alerts

* Paths of the generated Reports

In general, the format of the issues is structured like this:

Listing 13: Events Configuration

Severity | Code | Entity+Details | Description.

Where:
* Severity: Reflects the relative relevance of the issue. It can be High, Medium or Low

* Code: Identifies the issue in a unique form. This code can be used to call the alerts function and ignore the issue
in future executions

» Entity and details will represent the element affected by the issue (usually a job, a daemon name or a user).
* Description: Shows a message describing the situation

Below there is an output text example:

Listing 14: BGuardian Example

$ sudo -u bacula /bin/bash /opt/bacula/bin/bguardian
Cleaning old reports in /tmp/regress/working/bguardian/.reports...
Running service: configurationsecurity

(continues on next page)
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(continued from previous page)

Running service: deviation

Running service: successratio

Running service: failedinarow

Running service: empty

Running service: nocopy

Alert: GNC__guardianjob partially recovered:Guardian]ob
Alert: GNC__guardianjob recovered

Running service: noverify

Alert: GNV__guardianjob partially recovered:Guardian]ob
Alert: GNV__guardianjob recovered

Running service: restorefrequency

Running service: nototp

bweb_user not found

BGUARDIAN Report

Version: 1.0.0

Report Date: 2023-06-16 12:23:21
Config
ALERT_OPERATION : LIST
MODE : CHECK
REPORTS_KEEP_NUMBER : 100
SUCCESS_SEVERITY_LOW_LIMIT : 0.6
DEV_MIN_EXECUTIONS : 5
DEV_INCLUDE_BY_AVG : true

—————=———= Active alerts ——==—===—=—=

GC__CATA | LOW | Service: configurationsecurity | Entity: catalog_backup
GC__CONF | LOW | Service: configurationsecurity | Entity: config_backup
GC__CONS | LOW | Service: configurationsecurity | Entity: consoles
GC__COPY | LOW | Service: configurationsecurity | Entity: copy

GC__EVEN | LOW | Service: configurationsecurity | Entity: events

GC__MALW | LOW | Service: configurationsecurity | Entity: malware
GC__PASS | LOW | Service: configurationsecurity | Entity: passwords
GC__PERM | LOW | Service: configurationsecurity | Entity: permissions
GC__REST | LOW | Service: configurationsecurity | Entity: restore
GC__SECU | LOW | Service: configurationsecurity | Entity: security_plugin

GC__VERI | LOW | Service: configurationsecurity | Entity: verify
GRF__guardianjob | LOW | Service: restorefrequency | Entity: guardianjob
GSR__guardianjob | LOW | Service: successratio | Entity: guardianjob

## RS ##AAHHE Service: Configuration security ###########HHH#E

HIGH | GC__CONF | Catalog Backup Job executions : Catalog Backup Job was not run last 10.
—days

HIGH | GC__CATA | Config Backup Job executions : Config Backup Job was not run last 10.
—days

MEDIUM | GC__COPY | 2-Tier Jobs executions : 2-Tier Jobs (Copy or Migration) were not..
—run last 15 days

MEDIUM | GC__EVEN | Audit events : Events are not enabled in any Director Message.
—resource. They are important to keep track of important events related with security
MEDIUM | GC__PASS__Fileset_MySQLDumpUser | Not protected plugin password : Fileset_
—MySQLDumpUser contains a password or key directly inside the plugin line. It's.
—.recommended to store it in an external protected file

(continues on next page)
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(continued from previous page)

MEDIUM | GC__PERM__/opt/bacula/lib | Too open permissions : Too open permissions found.
—for path: /opt/bacula/lib

MEDIUM | GC__VERI | Verify Jobs executions : Verify Jobs were not run last 30 days

LOW | GC__MALW__GuardianJob | Malware protection : GuardianJob has not enabled Malware.
—protection. It could be enabled, as fileset signature is compatible

LOW | GC__SECU__127.0.0.1-fd | Plugin security usage : 127.0.0.1-fd has no installed.
—plugin security. This is recommended for security reasons

LOW | GC__REST | Restore Jobs executions : Restore Jobs were not run last 30 days

LOW | GC__CONS | Restricted consoles : No restricted console was found. If external..
—.connections are allowed, it is recommended to use restricted consoles for them
#HH######AAHHE Service: Success Ratio ###########HHH#Y

LOW | GSR__Guardianlob | Job: Guardianlob | Executions: 11 | Ratio: 63,6%
H############E Service: Restore frequency ########H###HHH##

MEDIUM | GRF__Guardianlob | Job: Guardianlob | Executions: 7 | Restores: 0 | Ratio: 0

Ignored results: 0
Passed checks: 11
Alerts: 13

Json report built in: /tmp/regress/working/bguardian/.reports/Report__2023-06-16_122324.
—json
Html report built in: /tmp/regress/working/bguardian/.reports/Report__2023-06-16_122324.
—html

The HTML report will reflect the issue information in a summarized way, with collapsible blocks with a more friendly
format. It is also possible to see a summary of the issues grouped by severity.

Here we show an example HTML report:
BGuardian: Issues Report
Date: 2023/06/16 12:31:40
~ & Configuration security: Reports the result of different checks around security related with Bacula Configuration

Check Details. Code Severity

Catalog Backup Job executions Catalog Backup Job was not run last 10 days GC_conF HIGH

Config Backup Job wé ast 10 days GC_cATA HIGH

2Tier Jobs executions 2Tier Jobs (Copy or Migration) were not run last 15 days GC_copy.

Auditevents Director Message resource. They are importan GC_EVEN

Fileset_MySQL i plugin line. store GC_PASS_Files.

To open permissions found for path: foptbacula/lib GC_PERM__/opi.

Verity Jobs were not run last 30 days GC_VeRl

not enabled p ! compatible 6C_MALW_Guard.. Low

12700144 i 6C_SECU_1270. Low

Restore Jobs were not run last 30 days GC_ResT Low

No allowed, GC_cons Low

~ 43 Deviation: Reports jobs presenting a significant deviation (in terms of size, duration or number of files) from the calculated estimated value

Jobld  Name Level  Starttime Size (read) Size(write)  Files  Duration  Executions  Average Message Code Severtty

9 Guardianlob 030616000000  142IIMIBBLI%  1243ME 402K 35 5 3411|341 found: 19 from 341MiB. GDV_GuardianJo..  HIGH

5 Success Ratio:

» &} Restore frequency: Reports jobs whose restore frequency is below the factor of 0,15%

Summary

B High severity issues: 3
ggngla sy

Fig. 6: BGuardian HTML Report

For the deviation service, not that it will visually mark what value (from files, size or time) has been increased or
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decreased significantly enough to select and include the job into the report.

In future versions of Bacula, the Web User Interface will interpret this information and also make it directly accessible
through the Web layer.

BGuardian will generate one json report and one html report for every execution by default. By default, will keep 100
reports of each kind before removing the oldest ones. This report rotation capability can be adjusted with the parameter
reports_keep_number.

Go back to the main operations page.

Alerts

On top of the reporting features described in the Reports section BGuardian also implements an Alert framework that
will keep track of those issues through executions of the tool through the time. The purpose of this framework is to
easy the management of the different issues and to provide the proper functions to see the status of an environment in
a given point in time when BGuardian is run regularly.

Alerts will group the information of the issues by bigger entities. For example, the same job can present many records
inside the deviation service, with different executions of it. In the issue report we will see individually each entry, while
in the alerts framework we will only have a single alert for that jobname, grouping all the affected executions.

BGuardian allows to precisely select the services that are desired to be run. However, the backup administrator will
find situations where the service is still interesting to be run, while there are some records that he/she acknowledged
already and does not desire to see anymore in the reports or in the alert lists. Here is where the ignore feature comes
in place. Using the code of a given issue (or part of it in some situations) it is possible to mark an issue or a group of
them to be ignored in further executions.

In this section, the alerts structure, the different commands and soem examples of them are shown

Alerts structure

Alerts are store in the path defined by ‘alerts_path’ parameter. Each alert is represented by .json file, whose name is
the code of the alert and the kind of it.

Listing 15: Alerts files

$ 1s -1

total 56

-rw-rw-r-- 1 bac bac 343 jun 16 12:31 GC__CATA.on.json
-rw-rw-r-- 1 bac bac 342 jun 16 12:31 GC__CONF.on. json
-rw-rw-r-- 1 bac bac 396 jun 16 12:31 GC__CONS.on. json
-rw-rw-r-- 1 bac bac 324 jun 16 12:31 GC__COPY.on. json
-rw-rw-r-- 1 bac bac 394 jun 16 12:31 GC__EVEN.on. json
-rw-rw-r-- 1 bac bac 401 jun 16 12:31 GC__MALW.on.json
-rw-rw-r-- 1 bac bac 482 jun 16 12:31 GC__PASS.on.json
-rw-rw-r-- 1 bac bac 371 jun 16 12:31 GC__PERM.on. json
-rw-rw-r-- 1 bac bac 312 jun 16 12:31 GC__REST.on. json
-rw-rw-r-- 1 bac bac 406 jun 16 12:31 GC__SECU.on. json
-rw-rw-r-- 1 bac bac 310 jun 16 12:31 GC__VERI.on.json
-rw-rw-r-- 1 bac bac 1298 jun 16 12:31 GDV__guardianjob.on.json
-rw-rw-r-- 1 bac bac 219 jun 16 12:31 GRF__guardianjob.on.json
-rw-rw-r-- 1 bac bac 239 jun 16 12:31 GSR__guardianjob.on.json
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The ‘on.json’ extension represents an active alert, while the ‘off.json’ extension represents an alert that will be ignored
in future executions.

List alerts

The following command lists active alerts:

Listing 16: Active alerts

# Text mode
sudo -u bacula /bin/bash /opt/bacula/bin/bguardian list_text

# Json mode
sudo -u bacula /bin/bash /opt/bacula/bin/bguardian list

Example output in text format:

Listing 17: Active alerts

GC__CONF | LOW | Service: configurationsecurity | Entity: config_backup | Details: {

- ""CONFIG_BACKUP": {"passed":false, "description":"Catalog Backup Job executions","details
—'":"Catalog Backup Job was not run last 10 days","subCheck":"CONFIG_BACKUP","severity":
—"HIGH"}}

GC__CONS | LOW | Service: configurationsecurity | Entity: consoles | Details: {"CONSOLES
—":{"passed":false, "description":"Restricted consoles","details":"No restricted console._
—was found. If external connections are allowed, it is recommended to use restricted.
—,consoles for them","subCheck":"CONSOLES","severity":"LOW"}}

The structure of an alert is similar to the structure of an issue. It is composed by:

Listing 18: Alert structure

Code | Severity | BGuardian service | Affected entity | Issue details

The following command lists ignore alerts:
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Listing 19: List Ignore alerts

# Text mode
sudo -u bacula /bin/bash /opt/bacula/bin/bguardian list_ignore_text

# Json mode
sudo -u bacula /bin/bash /opt/bacula/bin/bguardian list_ignore

Ignore alerts

The following command adds ‘ignores’, which means that issues matching the ignore code will be ignored from active
alerts and from further BGuardian executions.

Listing 20: Ignore an alert

# One single code
sudo -u bacula /bin/bash /opt/bacula/bin/bguardian ignore codel

# Several codes at once
sudo -u bacula /bin/bash /opt/bacula/bin/bguardian ignore codel, code2, code3

Using the codes shown in list alerts, we could ignore them with the following commands

Listing 21: Ignore some alerts

sudo -u bacula /bin/bash /opt/bacula/bin/bguardian ignore GC__CONF, GC__CONS

There are services that have entities, but also more information. For example the deviation service works with jobnames
and with job ids. Example:

Listing 22: Deviation issue

BRH#HRBHH#HRB##H#HE Service: Deviation ####H#H##H#HHHH#HH

HIGH | GDV__GuardianJob__9 | Job: 9 GuardianJob F 2023-06-16 00:00:00

Size (read): 142,39 MiB +4080,1% | Size (write): 142,43 MiB

Files: 4,02 K | Duration: 3s

Executions: 5 | Average: 3,41 MiB r | 3,41 MiB w - 819 files - Os

Details: Significant deviations found: Job size (bytes read) increased 4080, 1%.
—from the expected estimated value of: 3,41 MiB.

It is possible to ignore here any execution of the GuardianJob. To do so:

Listing 23: Ignore alert by entity

sudo -u bacula /bin/bash /opt/bacula/bin/bguardian ignore GDV__GuardianJ]ob

However, it is also possible to ignore only particular jobids:

Listing 24: Ignore alert by id

sudo -u bacula /bin/bash /opt/bacula/bin/bguardian ignore GDV__Guardian]ob__9

Doing so, new deviated results of the same job will be still considered in next executions.
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Manually remove alerts

It is possible to remove active alerts using a very similar format:

Listing 25: Remove active alert

sudo -u bacula /bin/bash /opt/bacula/bin/bguardian remove_alert GDV__GuardianJob__9

To remove something from the ignore list:

Listing 26: Remove ignore

sudo -u bacula /bin/bash /opt/bacula/bin/bguardian remove_ignore GC__CATA

Alerts recovery

When a situation marked by a given issue is solved, BGuardian will automatically remove the associated alert.

Events

In order to notify the backup administrator when an alert is created or recovered, BGuardian uses the Events feature.
This means it will send an Message of type Event with the information of what happened.

Example of BGuardian event about permissions recovery (source ‘bguardian’):

Listing 27: Events

*1list events
Automatically selected Catalog: MyCatalog
Using Catalog "MyCatalog"

e TR e TR e o
T +

| time | daemon | source | type | events .
o I

T R T TR T T T o
A +

| 2023-06-16 13:20:57 | 127.0.0.1-dir | *Director® | daemon |
—.Director configuration reloaded

| 2023-06-16 13:21:34 | 127.0.0.1-dir | *Console* | connection |
—Connection from 127.0.0.1:8101

| 2023-06-16 13:21:34 | 127.0.0.1-dir | **bguardian®** | configurationsecurity |.
—BGuardian alert [GC__PERM] was recovered |

| 2023-06-16 13:21:34 | 127.0.0.1-dir | *Console* | connection |
—Disconnection from 127.0.0.1:8101

| 2023-06-16 13:21:37 | 127.0.0.1-dir | *Console* | connection |
—Connection from 127.0.0.1:8101 |

e TR e T e o
e +

Note that in order to have events feature working, it is needed to enable them in the Message resources as discussed in
the Configuration section.

Go back to the main operations page.
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See also:

BGuardian Scope
BGuardian Features
BGuardian Architecture
BGuardian Installation
BGuardian Configuration
BGuardian Best Practices
BGuardian Limitations

BGuardian Troubleshooting

Go back to the BGuardian plugin main page.

Best Practices

The following article presents best practices regarding usage and performance.

Usage

BGuardian performs a good number of different checks. Ideally, a backup environment would comply with all the rules
of those checks and no issue or alert would be detected. However, in many cases, there are some external constrains
around resources or about the nature of the data that can make it difficult to comply with some of them.

The main goal of this tool is to help the administrator to keep the system safe and to detect any non-desired behavior.
To reach this goal, the tool should generate alerts or issues only when they are actually something that the administrator
is going to change or review. This will be only possible if services producing results that will not be actually solved
are deactivated, as well as marking those specific alerts that cannot either be solved as something to ignore.

The recommended usage cycle with this tool is:

1.

2
3
4.
5

Run it manually one time with default parameters.

. From the reported information, select the services that are relevant for the given environment.

. Configure BGuardian with the selection of relevant services.

Tune selected services, if needed, to reduce the number of results (adjust dates, factors...).

. Configure an Admin Job to invoke BGuardian with all the resulting command line parameters needed as discov-

ered in the previous steps.

Once the periodical Admin Job is in place, the user should be notified with the events of every alert creation. Then he
should review the situation of a given alert and solve the problem if necessary, or mark the alert to be ignored otherwise.

Go back to the Best Practices article.
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Performance

The performance of this plugin is mainly dependent on:

* The performance/response time of the catalog, which is highly dependent on the size of it, the underlying filesys-
tem and the configuration at the database level

* The number of daemons (Storage Daemons, File Daemons) available in the environment
* The configured services to be executed
* The load of the host at the moment of BGuardian execution

In summary, it is not possible to establish an exact reference about how much time the daemon execution will take to
complete. It usually should take some minutes to complete. However, there are some services that will take significant
time to complete if the catalog is very large as the implied queries are heavy. These services are ‘deviation’ and,
specially, ‘orphanchain’. If there are some services taking too long, it is possible to define different parameters for
different executions of the service. For example, we can run a set of services daily or even hourly, while running
different services once a week. This is easily set up by using different AdminJobs with command line parameters,
testing different services, and then associating them with different schedules.

The general recommendation is to run the daemon once a day over a time window where the load of the backup
environment is low. Following this principle, it should be possible to run smoothly this plugin using all the checks
without inconvenience.

Go back to the Best Practices article.
See also:

* BGuardian Scope

* BGuardian Features

* BGuardian Architecture

* BGuardian Installation

* BGuardian Configuration

* BGuardian Operations

* BGuardian Limitations

* BGuardian Troubleshooting

Go back to the BGuardian plugin main page.

Limitations

The following article presents limitations of BGuardian Plugin.

While this tool is designed to help to monitor and detect important issues related with security and all kind of best-
practices to keep an environment safe, it should not be used standalone as the only measure of protection.

As stated in the introductory article, many other mechanisms should be used to keep an environment safe, where doing
things securely should be treated as a general culture put in place in each and every element of an organization, from
software elements to human practices.

BGuardian is only available for Bacula environments deployed over PostgreSQL databases.
See also:

* BGuardian Scope
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e BGuardian Features

e BGuardian Architecture

¢ BGuardian Installation

* BGuardian Configuration

* BGuardian Operations

e BGuardian Best Practices

* BGuardian Troubleshooting

Go back to the BGuardian plugin main page.

Troubleshooting

In this article, there are suggested solutions to common situations that can cause trouble during the usage of the
BGuardian plugin.

Log files and debug

The plugin supports a debug parameter and produces internal log files with details of what is happening. Increasing
the debug parameter to a higher number will produce a more detailed output inside the plugin debug logs.

The location of the logs are controlled by the log parameter, by default they are placed in the working directory, inside
‘bguardian’ directory.

The internal plugin logging framework rotates log files automatically. Currently, each file can be 50Mb at maximum
and the plugin will keep 25 files.

The “.err” file that can be found close to the log files, can show contents even if no real error happened in the jobs. It
can show contents too even if debug is disabled. This file is not rotated, but it is expected to be a small file in general.
If you still need to rotate it, you can include it in a general rotating tool like ‘logrotate’.

Out of Memory

If you ever face OutOfMemory errors from the Java daemon (you will find them in the bguardian-debug.err file), you
have probably a large environment with a large catalog and/or many different daemons to connect to.

To overcome this situation you can increase JVM memory, you will need to create the following file:

Listing 28: Memory parameters file

/opt/bacula/etc/bguardian_backend.conf’

Then, add the following parameters to the file:

Listing 29: Memory parameters

BGUARDIAN_JVM_MIN=2G
BGUARDIAN_JVM_MAX=8G

Those values will define the MIN (BGUARDIAN_JVM_MIN) and MAX (BGUARDIAN_JVM_MAX) memory val-
ues assigned to the JVM Heap size. In this example we are setting 2Gb for the minimum, and 8Gb for the maximum.
In general, those values should be more than enough to handle every situation.

Copyright © 2024 Bacula Systems. All trademarks are the property of their respective owners. 164




The ‘/opt/bacula/etc/bguardian_backend.conf” won’t be modified through package upgrades, so your memory settings
will be persistent.

See also:
* BGuardian Scope
e BGuardian Features
e BGuardian Architecture
¢ BGuardian Installation
* BGuardian Configuration
* BGuardian Operations
e BGuardian Best Practices
e BGuardian Limitations

Go back to the BGuardian plugin main page.

2.3 Security plugin

e Overview
 Security Hooks
e [nstallation

* Configuration

e Advanced

Overview

Features Summary

The Bacula Enterprise Security plugin provides a framework that can be used to check for vulnerabilities using the
Bacula File Daemon on your servers. The security checks are executed once a day during any Backup Job. Information
about any vulnerabilities found is printed in the Job report and a potential error message can be logged in the Job log.
A Security Object will be inserted in the catalog for further analysis.

Security Hooks

Security hooks are installed in /opt/bacula/etc/bcheck_sys.d and can be executed separately.
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Basic

Linux

000-bacula-basic

The basic check will analyse the Bacula Director configuration to check the password policy. It also controls the
different permission checks on various Bacula files under /opt/bacula.

Windows

001-WindowsUpdate.psl

The WindowsUpdate check will analyse the Windows Security updates and report the uninstalled ones with relevant
level of importance.

Installation

Packages

Packages of the Security plugin are available for supported platforms. Please contact Bacula Systems Support team to
get them.

Download the Security plugin package to your server where a Bacula File Daemon is installed and then install using
the package manager

Debian/Ubuntu

dpkg -i bacula-enterprise-security-plugin®.deb

The package manager will ensure that your Bacula Enterprise version is compatible with the Security plugin.

Rhat/ Centos

rpm -ivh bacula-enterprise-security-plugin®.rpm

The package manager will ensure that your Bacula Enterprise version is compatible with the Security plugin.

Windows

The Bacula Enterprise Security plugin is selectable as a component of the File Daemon windows installer.
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(&t Bacula Systems(R) Enterprise 64 bit 14.0.3 — p. 4

Choose which features of Bacula Systems({R) Enterprise 64 bit
you want to install.

Chedk the components you want to install and unchedk the components you don't want to
install. Click Mext to continue.

Select the type of install: Client =
Or, select the optional - Consoles -
components you wish to o :

install: =B Plugins

i [[] alldrives Plugin
5 winbmr Plugin

Description
Space reguired: 53, 2MB

< Back Install Cancel

Fig. 7: The Security plugin in the File Daemon windows installer

Configuration

File Daemon Configuration

On the File Daemon host server, the Plugin Directory directive of the File Daemon resource in /opt/bacula/etc/
bacula-fd. conf has to point to where the security-£d. so plugin is installed. The standard directory for Bacula
plugins is /opt/bacula/plugins

FileDaemon {
Name = bacula-fd
Plugin Directory = /opt/bacula/plugins
Plugin Options = "security: interval=2days"

The Plugin Options directive can be used to configure options of the Security plugin.

Table 7: Security plugin parameters

Option | Default | Description
interval | 24h The interval parameter specifies the time between two security checks.
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Advanced

Forcing a New Check

It is possible to force a new check by deleting the file /opt/bacula/working/security.ts

Hook Protocol Definition
Security hooks can be written in any language. Some environment variables are passed to all hooks.

Table 8: Environnement variables

Option Default Description

BACULA_WORKINGDIR BAC- | /opt/bacula/working Bacula Working directory Bacula Configu-
ULA_SYSCONFDIR BAC- | /opt/bacula/etc ration directory Bacula Binary directory
ULA_BINDIR /opt/bacula/bin

The output provided by the hook is a JSON object with the following information:

{
"source": "chkrootkit",
"version": "0.52",
"error": 1,
"events": [
{
"level": 'f',
"message": "INFECTED: Possible Malicious Linux.Xor.DDoS installed"
1,
{
"level": 'f',
"message": "INFECTED: Possible Malicious Linux.XXX installed"
}
1

b,

Table 9: JSON fields

Option | Description
source | (String) Name of the hook version | (String) Version of the hook program error | (Int) different from zero to
raise an error events | (Array) list of different events

Each events have the following information

Table 10: JSON Events fields

Option Description
level mes- | (char) Status of the test (f: fatal, T: ok, W: warning) (String) Error to be displayed. (contains simple

sage characters)
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3 Virtualization

Important: Virtualization solutions are used with the File Daemon.

3.1 Hypervisors

Best Practices

While it is technically possible to backup multiple VMs in one Bacula hypervisor plugin backup job (VMware, Hyper-
V, RHYV, Proxmox, etc), this is not necessarily the best way to perform VM backups. It is strongly recommended that
one backup Job is created for each VM being backed up for the following reasons:

By default, if one of your VMs fails to backup in a “multi-VM” backup job, the main Bacula job will terminate
“Backup OK — with warnings.” The JobStatus for jobs that terminate “Backup OK” and “Backup OK - with
warnings” are not differentiated in the catalog. They are both “T’, so this means that you will have to carefully
monitor your backup job logs in case some VM backups fail and pay attention to the JobErrors field in the job
summaries.

To address this issue, there is a plugin option called “abort_on_error” in each of the Bacula hypervisor plugins,
which causes Bacula to immediately fail the job as soon as an error is detected while backing up a VM. However,
if you use this option, and the backup of VM number 11 in a list of 50 VMs fails, then the whole job will be
failed, and VMs 12-50 will not be backed up during that job’s run.

A 1:1 configuration (one VM backed up per job) means that the “abort_on_error” option will make more sense to
enable in each job so you will immediately know when a VM fails to backup since the Bacula job will terminate
with a “Backup failed” message and ‘f” in the catalog for the job.

With a 1:1 VM/Job configuration, re-running a specific VM backup job is simple to do after the cause of the
failure is investigated and fixed.

In the example about the 50 VMs, without a 1:1 configuration, there is no way to re-run a backup of just the one
VM that failed to backup.

Additionally, with a 1:1 VM/Job configuration, job metrics will have more meaning because each VM will be
one job, and you will know to expect a specific number of jobs each night with each job representing one VM.

With a multi-VM per job configuration, each VM will be backed up “serially”, one at a time, disk by disk, VM
by VM. A 1:1 configuration will allow several VM backups to be run concurrently which will reduce the overall
time to perform the VM backups. Of course, you will need to pay close attention to SD and ESXi storage and
networking resources, and adjust the number of concurrent jobs accordingly.

For some hypervisors (VMware, Proxmox, etc) Bacula provides automation scripts (eg: scan_datacenter.pl for
VMware). These scripts are designed so that they will create 1:1 VM/Job configurations. If you plan to make use
of these automation scripts, it is a good idea to already be thinking this way, and having your hypervisor plugin
backup configurations in a 1:1 configuration from the beginning.
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CitrixHypervisor (XenServer) plugin

Important: Remember to read the Best Practices chapter common for all of our hypervisor plugins.

Features Summary

Guest VM Backup Strategies

* Backup and Restore Operations

Installation

* Configuration

Installation of the Plugin

Plugin Configuration

Generic Plugin Parameters

Estimation and Backup Plugin Parameters

Plugin Restore Parameters
* FileSet Examples
* Restore

* Restore to a XenServer Hypervisor

Restore to Local Directory

e Other

Resource listing

Single Item Restore

e Best Practices

Limitations

Features Summary

* Snapshot-based online backup of any guest VM

* VSS-based guest snapshots for quiescing VSS-based applications
¢ Full, Incremental and Differential block level image backup

* Ability to restore complete virtual machine image

* Ability to estore VM archive (.xva) to an alternate directory

Note: This plugin was introduced with Bacula Enterprise version 10.0.
Incremental and Differential backup support was introduced with version 12.4.1.

Single item restore for XenServer VMs was introduced with Bacula Enterprise version 12.8.8.

Copyright © 2024 Bacula Systems. All trademarks are the property of their respective owners. 170



Guest VM Backup Strategies
Installing Bacula Client on each Guest

With this first strategy, you do not use the Bacula Enterprise XenServer Plugin, but instead install a Bacula Enterprise
File Daemon on every virtual machine as if they were normal physical clients. In order to optimize the I/O usage on
your XenServer hypervisor, you will use Bacula’s Schedules, Priorities, and Maximum Concurrent Jobs to spread your
backup jobs over your backup window. Since all VMs could use the same storage on the XenServer hypervisor, running
all your backup jobs at the same time could create a bottleneck on the disk/network subsystem.

Installing a Bacula Enterprise File Daemon on each virtual machine permits you to manage your virtual servers like
physical servers and also to use all Bacula Enterprise’s features such as:

¢ Quick restores of individual files.

* Checksum of individual files for Virus and Spyware detection.
* Verify Jobs.

* File/Directory exclusion (such as swap or temporary files).

* File level compression.

* Accurate backups.

e etc.

Image Backup With XenServer Plugin

With the image backup level strategy, the Bacula Enterprise XenServer Plugin will save the Client disks at the raw
level, in the XenServer context.

For this to work, you don’t need a Bacula File Daemon on each guest VM. Bacula’s XenServer plugin will contact your
XenServer hypervisor to read and save the contents of your virtual machine disks using snapshots and XAPI. In this
case Plugin can perform full range of block level image backup including Incremental and Differential ones.

Bacula doesn’t need to walk through the Client filesystem to open/read/close/stat files, so it consumes less resources
on your XenServer infrastructure than a file level backup on each guest machine would. On the other hand, Bacula will
also read and save useless data such as swap files or Internet temporary files. The XenServer Plugin will save not only
the disk images of the:term:guest VM, but also the guest VM configurations which allows for very easy:term:guest VM
restores.

Backup and Restore Operations
Backup

The backup operation of a single guest VM takes the following steps:
* Find and delete any old backup snapshots list in Full level backup.
* Create a new guest VM Bacula snapshot and prepare it for backup.
* Export VM Guest metadata configuration for future restore.
* For any Incremental or Differential backups compute block changed list for every virtual disk in snapshot.
» Export all raw images data or data based on changed block list if required.

* Execute the XenServer vm-export command and save the data to a Bacula storage daemon.
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¢ Delete a backup snapshot data and maintaining a snapshot metadata only.

% vimtest] -disk

@ vmtestl-disk:BaculaSnapshot_Diff_JobID_1945
%‘_ﬁ vimtestl-disk(:BaculaSnapshot_Full_lobID_1941
%‘_3 vmtestl-disk(:BaculaSnapshot_Incr_JobID 1942
&'? wmtestl-diskd:BaculaSnapshot_Incr_lobID_1943
@ vmtestl-disk:BaculaSnapshot_Incr_lobID_1944
%‘_ﬁ vimtestl-disk(:BaculaSnapshot_Incr_lobID_1945
%‘_3 vmtestl-disk(:BaculaSnapshot_Incr_lobID 1947

ﬁElh Metworks

Fig. 8: Backup snapshot set.

Backups can be performed for a guest VM in any power state (running or halted). For proper execution of Incremental or
Differential backups it is required by XenServer to maintain snapshot metadata which stores changed block information
used to compute changed block list during backup. You can find it and display on VDI objects list. Every single backup
for single VM will create single metadata VDI snapshot for every VDI attached to guest VM.

Metadata snapshots take minimal space and cannot be used directly for restore. They save a changed block
bitmaps and no real data blocks. Every CBT-enabled disk has an additional CBT-metadata disk which is named as
<vdi_uuid>.cbtlog, on the same SR.

¢ Size of a CBT-metadata disk on LVM based SRs is 4MB

 Size of a CBT-metadata disk on file based SRs is proportional to the size of the VDI, and can grow up to a size
of 4MB (for a 2TB VDI)

Blocks of 64 kB within the VDI are tracked and changes to these blocks recorded in the log layer.

B vmtestl-disk0 . S
2 GB
&"_3 vmtest]-disk(:BaculaSnapshot_Diff_JobID_1945 } ?
&:_3 vtest]-disk0:BaculaSnapshot_Full_JobID_1941 } ?
&:_3 vmtest]-disk(:BaculaSnapshot_Incr_JobID 1942 } ?
@ wmtestl-disk:BaculaSnapshot_Incr_JoblD 1943 ) ?
@ wmtestl-diskD:BaculaSnapshot_Incr_loblD 1944 ) ?
é‘? wmtestl-disk:BaculaSnapshot_Incr_loblD 1946 ) ?
@ wmtestl-disk0:BaculaSnapshot_Incr_JoblD 1947 } ?

Fig. 9: Metadata snapshots free space.

Any guest VM snapshot with a name-label which matches the following template:  BaculaSnap-
shot_<UUID>_JobID_<NR> or VM Guest VDI snapshot <VDI-name-label>:BaculaSnapshot__JobID_<NR>
will be treated as an old backup snapshot for this VM Guest and automatically deleted during backup (VDI snapshots
during Full backups). You should avoid creating a such snapshots manually.

Any other guest VM snapshots will be unaffected. The XenServer Plugin will inform you about every guest VM backup
start and finish including information about old stalled backup snapshots and backup snapshot activities. For example:
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JobId 1936: xenapi: Start Backup vm: vmtestl (8024379c-c753-872a-5c25-6c815ee617b4)
JobId 1936: xenctx: Cleaning old snapshots ...

JobId 1936: xenctx: Snapshot created: 5af34331-c6f2-ellb-c2c5-f1482c779eda

JobId 1936: xenapi: Finish backup of vmtestl-disk0:8066b4e4-9b42-4ed7-b908-3494c9bd9094

=
|_-| Servers
@ vMms
= [ Snapshots
@ BaculaSnapshot_8024379¢-c753-872a-5c25-6c815eeb17b4_Full_JobID_ 1941
Citrix Hypervisor Templates
% Remote Storage Repositories
% Local Storage Repositories

Fig. 10: VM snapshot during backup.

The backup will create a following backup files during backup:
* asingle file for VM configuration matadata saved in the form of: /@xen/<name-label>/<vmuuid>.conf.
* asingle file for VM disks configuration saved in the form of: /@xen/<name-label>/<vmuuid>.vmdisks.

* a single file for every VM Guest VDI saved in the form of: /@xen/<name-label>/<vmuuid>/<vdi-name:vdi-
uuid>.vdi.

Multiple files will be created during backup if multiple VM Guest found to backup. You can use this information to
locate the proper VM Guest archive during restore.

o
Cmmmmmmm - +
| filename o
- |
o
Cymm—m—m—————— +
| /@xen/vmtest1/8024379c-c753-872a-5c25-6c815ee617b4.conf o
= I

| /@xen/vmtestl/8024379c-c753-872a-5c25-6c815ee617b4.vmdisks

o |

| /@xen/vmtestl/8024379c-c753-872a-5c25-6c815ee617b4/disk0®:8066b4e4-9b42-4ed7-b908-
<>3494c9bd9094 .vdi |
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XenServer Backup preparation

Before you start configuring your Backup Jobs you need to configure your XenServer to allows proper network opera-
tions with Bacula Enterprise. This part of the prerequisites includes:

1. enable network access to the XenServer API from the backup server - HTTP/HTTPS - ports tcp: 80 and tcp:443
2. enable network access to the XenServer NBD service from backup server - NBD/NBD-SSL - port tcp: 10809
3. enable the XAPI NBD server on required network

To enable network access to the XenServer API you should enable and verify the firewall rules:

# iptables -L|grep http
ACCEPT tcp -- anywhere anywhere ctstate NEW tcp dpt:http
ACCEPT tcp -- anywhere anywhere ctstate NEW tcp dpt:https

To enable the XAPI NBD Server you should first check available virtual networks:

# xe network-list
uuid ( RO) 1 774e87dd-a096-827a-5a30-6ef9123cfd7b
name-label ( RW): Pool-wide network associated with eth®
name-description ( RW):
bridge ( RO): xenbr®

uuid ( RO) : 9fa3ech2-6493-2849-e30b-eb772d1dbclc
name-label ( RW): Host internal management network
name-description ( RW): Network on which guests will be assigned a private link-
—local IP
bridge ( RO): xenapi

Then you should enable NBD by setting up a nbd-purpose on selected networks. You can enable the NBD service in
FORCEDTLS or NOTLS mode. You cannot have a mix of normal NBD (FORCEDTLS) and insecure NBD (NOTLS) networks.
To switch the purpose of all networks, you must first disable normal NBD connections on all networks before enabling
either normal or insecure NBD connections on any network.

Note: The XenServer vendor recommend to use TLS with NBD connections. When NBD connections with TLS are
enabled, any NBD clients that attempt to connect to the XenServer must use TLSv1.2.

The Bacula Enterprise XenServer Plugin will work in either of the available NBD modes. To enable NBD connections with
or without TLS, use the purpose parameter of the network. Set this parameter to include the value nbd for FORCEDTLS
mode and the value insecure_nbd for NOTLS mode. Ensure that you wait for the setting to propagate before attempting
to use this network for NBD connections. The time it takes for the setting to propagate depends on your network and
is at least 10 seconds.

Below you can find an example of how to enable the NBD service in FORCEDTLS mode for selected <network-uuid>.

# xe network-param-add param-name=purpose param-key=nbd uuid=<network-uuid>

For NOTLS mode you shoud replace param-key=nbd with param-key=insecure_nbd. You can check the network
configuration as follows:

# xe network-param-list uuid=774e87dd-a096-827a-5a30-6ef9123cfd7b
uuid ( RO) 1 774e87dd-a096-827a-5a30-6ef9123cfd7b
name-label ( RW): Pool-wide network associated with eth®

(continues on next page)
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name-description ( RW):
VIF-uuids (SRO): e61b768a-6460-af03-abf5-a2361b5b2£36;
PIF-uuids (SRO): cbeab33d-blc9-6fcb-bf03-d434c8623628
MTU ( RW): 1500
bridge ( RO): xenbr®
managed ( RO): true
other-config (MRW):
blobs ( RO):
tags (SRW):
default-locking-mode ( RW): unlocked
purpose (SRW): insecure_nbd

If you want to use the NBD service in FORCEDTLS mode you should setup the Bacula Enterprise plugin using the
secure_nbd parameter. Check nbd_secure[=<0 or 1> ] for more information.

Restore

The XenServer Plugin provides three main targets for restore operations:
* Restore to XenServer system as new VM Guest
* Restore to local directory as a number of archive files

¢ Restore individual files

Restore to XenServer

To use this restore method you have to set a “where=/"" Bacula restore parameter. The guest VM archive will be sent to
the XenServer hypervisor and always restored as a new guest VM. You can change the Storage Repository where your
VM Guest will be restored.

To list available Storage Repositories you can use a listing mode, see listing. If you set an improper (eg: non-existent)
Storage Repository for restore, then the restore process will fail. The Restore process requires a block level patching
of saved disks which has to be performed on local filesystem (default directory: /$WorkingDirectory/xenapi/
$JobID/).

Note: This is a XenServer limitation as XAPI does not support block level incremental restore but full image restore
only.

Restore To Local Directory

To use this restore method you have to set a where=/some/path Bacula restore parameter. The path has to be a
directory location on the server where the XenServer plugin is installed. If the path doesn’t exist, it will be created by
the XenServer Plugin.
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Installation

You have to install and configure the Bacula File Daemon on your Backup machine which has access to XenServer API
and XAPI-NBD services.

Note: It is not recommended to install it on Hypervisor dom0 as some XenServer services will not work properly:
“NDB connections do not work when an NBD client is in domO on the same host as the NBD server.”

(source: https://support.citrix.com/article/CTX230619/how-to-troubleshoot-changed-block-tracking-in-xenserver)

As all backup interactions are network based, any Bacula Enterprise File Daemon with access to the necessary
XenServer endpoints can be used to run the plugin.

Warning: Since Bacula Enterprise 16.0.5, the XenServer Plugin is available for Debian 11 (bullseye).

Configuration

The Plugin Directory directive of the File Daemon resource in/opt/bacula/etc/bacula-fd.conf should point where
the xenserver-f£d. so plugin is installed. The standard Bacula plugin directory is: /opt/bacula/plugins

FileDaemon {
Name = bacula-£fd
Plugin Directory = /opt/bacula/plugins

Installation of the Plugin

An example for a Debian based Linux distributions would be a file

/etc/apt/sources.list.d/bacula.list with the following content:

# Bacula Enterprise

deb https://www.baculasystems.com/dl/@cust@/debs/bin/@ver@/stretch-64/ stretch main
deb https://www.baculasystems.com/dl/@cust@/debs/xenserver/@ver@/stretch-64/ stretch.
-.xenserver

After that, a run of apt-get update is needed. Then, the Plugin can be installed using apt-get install
bacula-enterprise-xenserver-plugin
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Plugin Configuration

The plugin is configured using Plugin Parameters defined in a FileSet’s “Include” section of the Bacula Enterprise
Director’s configuration.

Generic Plugin Parameters

The following XenServer plugin parameters effect any type of Job (Backup, Estimation, or Restore).

url=<address> specifies the XenServer API url address used for operations. This parameter is optional. If omitted the
parameter will be assembled from server=... and port=... parameters defined below. You have to define
the one of url or server parameters to connect to the XenServer API.

server=<address> specifies the XenServer API address used for operations. This parameter is optional if url=. ..
parameter above is defined. This is the address used in xe command as -s <address> parameter during restore
in legacy mode.

port=<number> specifies the XenServer API port used for operations. The value of the parameter have to be in range
1..65536. Invalid value will abort the job. This parameter is optional. If omitted the default 80/http access will
be used. This is the value used in xe command as -p <number> parameter during restore in legacy mode.

user=<string> specifies the user name used to access the XenServer API. This parameter is required. This is the value
used in xe command as -u <string> parameter during restore in legacy mode.

password=<string> specifies the password used to access the XenServer API. This parameter is optional if
passfile=... is provided else it is required. This is the value used in xe command as -pw <string> parameter
during restore in legacy mode. It is advised to use the passfile= option for more security.

passfile=<string> specifies a file local to the File Daemon that contains the password for the user name. This parameter
is optional if password=... is provided else it is required. This is the value used in xe command as -pwf
<string> parameter during restore in legacy mode.

abort_on_error[=<0 or 1>] specifies whether or not the plugin should abort it’s execution if a fatal error happens
during Backup, Estimation or Restore. This parameter is optional. The default value is O.

ignore_ssl[=<0 or 1>] specifies whether or not the plugin should ignore SSL certificate checking when connecting to
XenServer APL. This parameter is optional. The default value is 0.

Estimation and Backup Plugin Parameters

vm=<name-label> specifies a guest VM name to backup. All guest VMs with a name-label provided will be selected
for backup. Multiple vm=. . . parameters may be provided. If a guest VM with <name-1abel> can not be found,
then a single job error will be generated and the backup will proceed to the next VM unless abort_on_error
is set which will cause the backup job to be aborted. This parameter is optional.

uuid=<uuid> specifies a guest VM UUID to backup. Multiple uuid=. . . parameters may be provided. If a guest VM
with <uuid> can not be found, then a single job error will be generated and the backup will proceed to the next
VM unless abort_on_error is set which will cause the backup job to be aborted. This parameter is optional.

include=<name-label-regex> specifies list of a guest VM names to backup using regular expression syntax. All guest
VMs which match the name-label-regex provided will be selected for backup. Multiple include=. . . parameters
may be provided. If no guest VMs match the <name-label-regex> provided, the backup will proceed to the
next VM parameters or finish successfully without backing up any VMs. The abort_on_error parameter will
not abort the job when no guest VMs are found using a <name-label-regex>. This parameter is optional.

exclude=<name-label-regex> specifies list of a guest VMs names which will be excluded from backup using regular
expression syntax. All guest VMs which match the name-label-regex provided and were selected for backup using
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include=. .. parameters will be excluded. This parameter does not affect any guest VMs selected to backup
with vm=. .. or uuid=. .. parameters. Multiple exclude=. .. parameters may be provided. This parameter is
optional.

nbd_secure[=<0 or 1>] specifies whether or not the plugin should use NBD-SSL communication during backup. This
parameter is optional. The default value is 0.

quiesce[=<0 or 1>] specifies if the guest VM snapshot should be created using a quiesce method or not. The quiesce
method is supported by XenServer for Windows OS with Guest-Tools installed only. This is a limitation of the
XenServer itself. If the guest VM snapshot with quiesce cannot be created, the whole backup job will be aborted.
In this case you should repeat a backup without the quiesce parameter.

If none of the paramaters vm=. . ., uuid=. .., include and exclude are specified, all available guest VMs hosted on
the XenServer hypervisor will be backed up.

Plugin Restore Parameters

During restore, the XenServer Plugin will use the same parameters which were set for the backup job and saved. Some
of them may be changed during the restore process if required. You can change all the parameters described in chapter
Generic Plugin Parameters during restore.

* storage_res: <storage> specifies a XenServer Storage Repository where restored guest VMs will be saved.
If not set, then a guest VM will be saved to a XenServer Storage Repository configured as the default. This
parameter is optional.

e preserve: <yes or no> (this option is deprecated and works for legacy (*.xva) restores only) specifies
if a restore job should preserve as much guest VM configuration parameters as possible. The default is to create
anew VM on restore. A restore job with this preserve option set to 'yes’ could fail if the restore might create
duplicate objects on the XenServer hypervisor. This parameter is optional.

FileSet Examples

In the example below, all guest VMs will be backed up.

FileSet {
Name = FS_XenAll
Include {
Plugin = "xenserver: url=http://10.10.10.10/ user=root password=root"
}
}

In the example below, a single guest VM with a name-label of “VM1” will be backed up.

FileSet {
Name = FS_Xen_VM1
Include {
Plugin = "xenserver: url=http://10.10.10.10/ user=root password=root vm=VM1"
}
}

The same example as above, but using uuid instead:

FileSet {
Name = FS_Xen_VM1

(continues on next page)
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Include {
Plugin = "xenserver: url=(...) uuid=felccf3b-1865-3942-c928-d98138397ff1"
}
}

where: url=(...) is a short for: uri=http://10.10.10.10/ user=root password=root above and below.

In the example below, all guest VMs which have "Prod’ in the name will be backed up.

FileSet {
Name = FS_Xen_ProdAll
Include {
Plugin = "xenserver: url=(...) include=Prod"
}
}

In the example below, all guest VMs except VMs whose name-label begins with “Test” will be backed up.

FileSet {
Name = FS_Xen_AllbutTest
Include {
Plugin = "xenserver: url=(...) include=.* exclude=ATest"
}
}
Restore

Restore to a XenServer Hypervisor

To restore a VM or VM to a XenServer hypervisor, you should execute the restore command and specify the “where”
parameter as in this example:

* restore where=/

Then set any other required restore plugin parameters for your restore.

In the following restore session example, the “Preserve vm config on restore” plugin restore option is set to “yes’:

* restore where=/

Run Restore job

JobName: RestoreFiles

Bootstrap: /opt/bacula/working/srv-xen-01-dir.restore.2.bsr
Where: /

Replace: Always

FileSet: Full Set

Backup Client: srv-xen-01-fd
Restore Client: srv-xen-01-fd

Storage: Filel
When: 2018-01-05 12:47:16
Catalog: MyCatalog

(continues on next page)
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Priority: 10

Plugin Options: *None*

OK to run? (yes/mod/no): mod
Parameters to modify:

1: Level

2: Storage

3: Job

4: FileSet

5: Restore Client
6: When

7: Priority

8: Bootstrap

9: Where

10: File Relocation
11: Replace

12: JobId

13: Plugin Options
Select parameter to modify (1-13): 13
Automatically selected : xenserver: uuid=felccf3b-1865-3942-c928-d98138397£ff1
Plugin Restore Options

server: *None* (*None*)

port: *None* (*None*)

user: *None* (*None*)

password: *None* (*None*)

passfile: *None* (*None*)
storage_res: *None* (*Default location*)
preserve: *None* (*No*)

Use above plugin configuration? (yes/mod/no): mod
You have the following choices:

1: server (Restore server name)
: port (Restore server port number)
: user (Restore user name)
password (Restore user password)
passfile (Restore user password file)
storage_res (Storage Resource location for restore)
: preserve (Preserve vm config on restore)
Select parameter to modify (1-7): 7
Please enter a value for preserve: yes
Plugin Restore Options

NOoO v wN

server: *None* (*None*)

port: *None* (*None*)

user: *None* (*None*)

password: *None* (*None*)

passfile: *None* (*None*)
storage_res: *None* (*Default location*)
preserve: yes (*No*)

Use above plugin configuration? (yes/mod/no):

The restore job log will inform you about what guest VM is restored and what new guest VM was created.

JobId 131: Start Restore Job RestoreFiles.2017-12-28_14.42.25_15
JobId 131: Using Device "FileChgrl-Dev2" to read.

(continues on next page)

Copyright © 2024 Bacula Systems. All trademarks are the property of their respective owners. 180




(continued from previous page)

JobId 131: xenserver: VM restore: vml/10908c8a-£f932-6f91-9cac-3034e3acf45b
JobId 131: Forward spacing Volume "Vol-0002" to addr=1758441248

JobId 131: Elapsed time=00:04:51, Transfer rate=3.158 M Bytes/second

JobId 131: xenserver: VM UUID created: 45c49e07-ff20-ab55-e622-05ff2fbb0clf

The new VM Guest created during restore will get the same name-label as the original VM. All VDIs connected to the
restored VM will be marked with -restored suffix.

Restore to Local Directory

* restore where=/tmp/bacula/restores

Please check the following example for the test “VM local restore”:

JobId 112: Start Restore Job RestoreFiles.2017-12-28_11.30.19_34
JobId 112: Using Device "FileChgrl-Dev2" to read.

JobId 112: xenserver: VM local restore

JobId 112: Forward spacing Volume "Vol-0001" to addr=5190619786
JobId 112: Elapsed time=00:00:30, Transfer rate=30.64 M Bytes/second

The restore job log will inform you that a restore will go to a local directory.

Other
Resource listing

The Bacula Enterprise XenServer Plugin supports the new Plugin Listing feature of Bacula Enterprise 8.x or newer.
This mode allows a Plugin to display some useful information about available XenServer resources such as:

e List of guest VM name-labels
* List of guest VM UUIDs
* List of XenServer Storage Repositories

The new feature uses the special .1s command with a new plugin=<plugin> parameter. The command requires the
following parameters to be set:

e client=<client> A Bacula Client name where the XenServer Plugin is installed.

* plugin=<plugin> A XenServer Plugin name - xenserver: with optional plugin parameters described at Sec.
Generic Plugin Parameters

* path=<path> An object path to display
The supported values for the path=<path> parameter are:
» / - Display object types available to list
» vm - Display a list of guest VM name-labels
e uuid - Display a list of guest VM UUIDs and name-label pointers
* storage_res - Display a list of Storage Repositories

To display available object types, run the following command example:
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*.1s client=srv-xen-01-fd plugin="xenserver: url=http://10.10.10.10/ user=root \

password=root" path=/
Connecting to Client srv-xen-01-fd at 127.0.0.1:9102
0 2018-01-02 09:36:32
0 2018-01-02 09:36:32
0 2018-01-02 09:36:32

drwxr-x---
drwxr-x---
drwxr-x---

1
1
1

root
root
root

root
root
root

2000 OK estimate files=3 bytes=0

vim
storage_res
uuid

To display the list of all available guest VMs, run the following command example:

*.1s client=srv-xen-01-fd plugin="xenserver: url=http://10.10.10.10/ user=root \
password=root" path=VM
Connecting to Client srv-xen-01-fd at 127.0.0.1:9102

-IrW-r-----
-rwW-r-----
-rW-r-----
-IrW-r-----
-IrW-r-----

—with spaces

-IrW-r-----
-rW-r-----

[T T G Ty

1
1

root
root
root
root
root

root
root

root
root
root
root
root

root
root

8589934592
13958643712
8589934592
10737418240
8589934592

10737418240
19327352832

2017-12-29
2017-12-29
2017-12-29
2017-12-29
2017-12-29

2017-12-29
2017-12-29

17:
17:
17:
17:
17:

17:
17:

12
12
12
12
12

12
12

148
148
148
148
148

148
148

Another-Copy of vml
vm2

vml

CentOS 7

Copy of vml a label.

Copy of CentOS 7
vml-orig

2000 OK estimate files=7 bytes=80,530,636,800

To display a list of all available guest VM UUIDs, run the following command example:

*.1s client=srv-xen-01-fd plugin="xenserver: url=http://10.10.10.10/ user=root \
password=root" path=uuid
Connecting to Client srv-xen-01-fd at 127.0.0.1:9102

8589934592 2018-01-02
—of vml

13958643712 2018-01-02

8589934592 2018-01-02

10737418240 2018-01-02

8589934592 2018-01-02
—.label with spaces

10737418240 2018-01-02
—CentOS 7

19327352832 2018-01-02
2000 OK estimate files=7

09:39:06 4f5c9el0-a3c4-£c29-c967-4981£22d3£86 -> Another-Copy..

09:
09:

09:
09:

39:
39:
39:
39:

06
06
06
06

50705972-0a88-5aa7-6721-f70b866ed0b6 ->
10908c8a-£932-6f91-9cac-3034e3acf45b ->
felccf3b-1865-3942-c928-d98138397£f1 ->
c8efc2ca-cala-ebdf-5409-5dd8c158e3eb ->

vm2

vml

CentOS 7

Copy of vml a.
09:39:06 6e84929a-1c52-4c79-c67c-8455f76d3e7c -> Copy of.
09:39:07 03fad8c9-d88b-ea7e-98da-2f3bcd20d0c4

bytes=80,530,636, 800

-> vml-orig

The VM and UUID lists display an estimated size of the guest VM. To display a XenServer Storage Repositories, run
the following command example:

*.1s client=srv-xen-01-fd plugin="xenserver: url=http://10.10.10.10/ user=root \
password=root" path=storage_res
Connecting to Client srv-xen-01-fd at 127.0.0.1:9102

brw-r----- 1 root root 586081632256 2018-01-02 09:39:22 1ISO

brw-r----- 1 root root 586081419264 2018-01-02 09:39:22 Local storage
brw-r----- 1 root root 0 2018-01-02 09:39:22 Removable storage
brw-r----- 1 root root 1073741312 2018-01-02 09:39:22 DVD drives
brw-r----- 1 root root 586081632256 2018-01-02 09:39:22 Exported Storage
brw-r----- 1 root root -1 2018-01-02 09:39:22 XenServer Tools

2000 OK estimate files=6 bytes=0
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Single Item Restore

(see separate article about CitrixHypervisor (XenServer) Single Item Restore that you can download on the top of the
page of that article)

Best Practices

While it is technically possible to backup multiple VMs in one Bacula hypervisor plugin backup job (VMware, Hyper-
V, RHYV, Proxmox, etc), this is not necessarily the best way to perform VM backups. It is strongly recommended that
one backup Job is created for each VM being backed up for the following reasons:

By default, if one of your VMs fails to backup in a “multi-VM” backup job, the main Bacula job will terminate
“Backup OK — with warnings.” The JobStatus for jobs that terminate “Backup OK” and “Backup OK - with
warnings” are not differentiated in the catalog. They are both “T’, so this means that you will have to carefully
monitor your backup job logs in case some VM backups fail and pay attention to the JobErrors field in the job
summaries.

To address this issue, there is a plugin option called “abort_on_error” in each of the Bacula hypervisor plugins,
which causes Bacula to immediately fail the job as soon as an error is detected while backing up a VM. However,
if you use this option, and the backup of VM number 11 in a list of 50 VMs fails, then the whole job will be
failed, and VMs 12-50 will not be backed up during that job’s run.

A 1:1 configuration (one VM backed up per job) means that the “abort_on_error” option will make more sense to
enable in each job so you will immediately know when a VM fails to backup since the Bacula job will terminate
with a “Backup failed” message and ‘f” in the catalog for the job.

With a 1:1 VM/Job configuration, re-running a specific VM backup job is simple to do after the cause of the
failure is investigated and fixed.

In the example about the 50 VMs, without a 1:1 configuration, there is no way to re-run a backup of just the one
VM that failed to backup.

Additionally, with a 1:1 VM/Job configuration, job metrics will have more meaning because each VM will be
one job, and you will know to expect a specific number of jobs each night with each job representing one VM.

With a multi-VM per job configuration, each VM will be backed up “serially”, one at a time, disk by disk, VM
by VM. A 1:1 configuration will allow several VM backups to be run concurrently which will reduce the overall
time to perform the VM backups. Of course, you will need to pay close attention to SD and ESXi storage and
networking resources, and adjust the number of concurrent jobs accordingly.

For some hypervisors (VMware, Proxmox, etc) Bacula provides automation scripts (eg: scan_datacenter.pl for
VMware). These scripts are designed so that they will create 1:1 VM/Job configurations. If you plan to make use
of these automation scripts, it is a good idea to already be thinking this way, and having your hypervisor plugin
backup configurations in a 1:1 configuration from the beginning.

Limitations

Snapshot with quiesce backups are only supported for Windows OSes with the XenServer Guest-Tools installed.
This is a XenServer limitation and not a limitation of the Bacula Enterprise XenServer Plugin.

You cannot run two concurrent backups of the single VM Guest if the later one is a Full backup.

You have to provide enough free space at /$workingDirectory/xenapi/ which allows to raw disk images to
restore and perform a block level incremental/differential patching. This is a XenServer limitation and not the
Bacula Enterprise XenServer Plugin as API requires full virtual disk image uploading only - no partial block
level patching. This limitation could be removed in the future as soon as XenServer API will provide a sufficient
functionality.
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* The XenServer Plugin requires an NBD connection, which is not compatible with Red Hat systems, consequently
impacting RHEL derivative platforms such as Alma or Rocky Linux.

Hyper-V backup

Important: Remember to read the Best Practices chapter common for all of our hypervisor plugins.

Bacula Enterprise offers two ways to backup your Hyper-V virtual machines:

Hyper-V

Important: Remember to read the Best Practices chapter common for all of our hypervisor plugins.

* Hyper-V Plugins to Cover All Backup Needs

Hyper-V Plugins to Cover All Backup Needs

Microsoft has created various technologies for backing up Hyper-V virtual machines. Thus, multiple Bacula Plugins
have been designed to maximize the benefits of each solution.

Hyper-V is equipped with a VSS writer on all compatible versions of Windows Server. This VSS writer enables devel-
opers to utilize the existing VSS infrastructure for backing up virtual machines to Bacula using the Bacula Enterprise
VSS Plugins. This technology is supported by the original Bacula Hyper-V plugin. Although it doesn’t allow in-
cremental and differential backups and other more granular VM-based options, it can still cover any Hyper-V version.
Therefore, it is highly recommended for small standalone Hyper-V servers (single node, no Failover Cluster) and older
Hyper-V versions that do not offer Virtual Disk Service or Hyper-V WMI APIL.

The Virtual Disk Service (VDS) is a service provided by Microsoft Windows that handles query and configuration
tasks upon request from end users, scripts, and applications. This service is compatible with Windows Server 2003,
Windows Vista, and newer versions. The Hyper-V Winapi Plugin utilizes this technology to backup and restore
virtual machines. It supports incremental and differential backups, making it the recommended solution for more
intricate Hyper-V servers, such as Failover Clusters with multiple nodes, where local disk space is a critical resource.
Depending on the relocation of virtual machines within the Cluster, it may be necessary to migrate the backed-up VMs
across specific nodes.

Starting in Windows 8 and Windows Server 2012, Hyper-V supports backup via the Hyper-V WMI APIL. This feature
enables individual Guest VMs to be backed up separately and incrementally, offering a more scalable solution compared
to using VSS in the host. The Bacula Enterprise Hyper-V WMI Plugin uses this technology for backup and restore
to/from Bacula. It backups/restores VM in the recommended Microsoft format. By utilizing the Microsoft snapshot
format from/to disk, it is essential to have sufficient disk space available for the process to proceed smoothly. In
scenarios where disk space may be limited due to busy configurations, the Hyper-V Winapi Plugin can be utilized as
an alternative solution.

Backups created using the Hyper-V WMI Plugin, Hyper-V Winapi Plugin and Hyper-V Plugin are not compatible
with each other.

Copyright © 2024 Bacula Systems. All trademarks are the property of their respective owners. 184



Overview

This white paper presents how to use the Microsoft Hyper-V Server plugin when backing up with Bacula Enterprise
version 8.2. These solutions are not applicable to prior versions. This document is intended to be used by Bacula
Enterprise administrators.

Bacula Windows Hyper-V Plugin

Bacula Systems provides a single plugin for Bacula Enterprise named vss-£fd.d11 that permits you to backup a
number of different components on Windows machines. One of those components is Microsoft Hyper-V Server, which
is the subject of this white paper.

Backing up and restoring Hyper-V virtual machine is supported with Full level backups. It is not possible to do Incre-
mental or Differential backups because Microsoft does not support that backup level for the Hyper-V Server product.
Use of the Global Endpoint Deduplication plugin and the bothsides FileSet option permits to minimize the data
transfer and the storage.

Installation and Configuration

To activate the Hyper-V component you have to put the following into the Include section of the File Set which will be
used to back up the Hyper-V Server:

Plugin = "vss:/@HYPERV/"

This will back up all Hyper-V Virtual Machine. The plugin directive must be specified exactly as shown above. A Job
may have one or more of the vss plugin components specified.

You must ensure that the vss-£d.d11 plugin is in the plugins directory on the FD doing the backup (done by default
with the installer), and that the Plugin Directory directive line is present and enabled in the FD’s configuration file
bacula-fd.conf.

An example of the FD configuration file is shown in the screenshot below:

|E| bacula-fd.conf - Notepad - O] x|

File Edit Format WView Help

FileDaemon { # this is me -
Name = wsh-s5ql108-fd
FDport = 9102 # where we listen for the directc
workingDirectory = "C:%\Program Files'‘\Bacula'‘\working"
Pid Directory = "C:“\Program Files‘‘\Bacula'‘working" J

Plugin Directory = "C:\\Program Files‘‘\Bacula\‘\plugins"
Maximum Concurrent Jobs = 10

Fig. 11: File Daemon Configuration Excerpt with “Plugin Directory” Line

The status output of a client with the VSS plugin enabled:

*status client=wsb-sql08-fd
Connecting to Client wsb-sql08-fd at wsb-sql08:9102

(continues on next page)
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(continued from previous page)

wsb-sql08-fd Version: 8.2.0 (02 Feb 2015) VSS Linux Cross-compile Win64
Daemon started 20-Apr-12 13:14. Jobs: run=15 running=0.
Microsoft Windows Server 2008 R2 Standard Edition Service Pack 1 (build 7601), 64-bit
Heap: heap=0 smbytes=1,061,455 ...
Sizes: boffset_t=8 size_t=8 debug=0 ...
Plugin: vss-fd.dll

Backup

If everything is set up correctly as above then the backup will include the Hyper-V server data. The Hyper-V server
data files backed up will appear in a bconsole or bat restore like:

/@HYPERV/

etc

A complete example of a FileSet and Job resource for Hyper-V Server data is shown below. As for all VSS-enabled
components, it is the administrator’s responsibility to make sure that the required VSS snapshots are created by explicitly
mentioning at least one file or directory for each drive where data that is handled by the plugin is stored. In the example,
we use the file c: /backmeup to ensure this.

FileSet {
Name = HYPERV
Include {
Options {
Signature = SHA1l
Dedup = bothsides
}
File = C:/backmeup
Plugin = "vss:/@HYPERV/"

}

}

Job {
Name = HYPERVOS8
Accurate = Yes
File Set = HYPERV
Client = wsb-hyp08-£fd
Job Defs = Defaultlob
Level = Full

}

Note in the example above that C: /backmeup is explicitly included, which is required to ensure that Bacula creates
the required VSS snapshot of that Windows drive letter. If Hyper-V Server data is also stored on other partitions, you
need to create similar File =-lines for these drives, too.

Note: Starting with Bacula Enterprise version 12.6, the explicit include of a dummy file (see File = C:/backmeup
in the fileset example above) is not mandatory anymore
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File Set {
Name = HYPERV-TestVM
Include {
Options {
Signature = SHA1l
}
File = C:/backmeup
# backup only TestVM on the server
Plugin = "vss:/@HYPERV/ cinclude=\"Host Component\" cinclude=*/TestVM cexclude=*"
}
}

Hyper-V uses one of two mechanisms to back up each VM. The default backup mechanism is called the “Saved State”
or “Offline” method, where the VM is put into a saved state during the processing of the PrepareForSnapshot event,
snapshots are taken of the appropriate volumes, and the VM is returned to the previous state during the processing of
the PostSnapshot event.

The other backup mechanism is called the “Child VM Snapshot” or “Online” method, which uses VSS inside the child
VM to participate in the backup. For the “Child VM Snapshot” method to be supported, all of the following conditions
must be met:

* Backup (volume snapshot) Integration Service is installed and running in the child VM. The service name is
“Hyper-V Volume Shadow Copy Requestor”.

* The child VM must be in the running state.

* The Snapshot File Location for the VM is set to be the same volume in the host operating system as the VHD
files for the VM.

* All volumes in the child VM are basic disks and there are no dynamic disks.
 All disks in the child VM must use a file system that supports snapshots (for example, NTFS).

To know if your VMs are “Offline” or “Online”, it is possible to use the following windows command on Windows
2012 R2:

C:/> echo list writers > t.txt

C:/> diskshadow /s t.txt | find "Caption: 0"
- Caption: Offline/2012
- Caption: Offline/windows
- Caption: Online/centos

On Windows 2012 and 2008

C:/> echo list writers > t.txt
C:/> diskshadow /s t.txt | find /i "Caption: Backup Using"

» For Offline backups: Backup Using Saved State/VMnamel
* For Online backups: Backup Using Child Partition Snapshot/VMname?2
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Restore

Restoring the VMs is done entirely by the host operating system; the VSS writers in the child VMs are not involved.

* During the processing of the PreRestore event, the Hyper-V VSS writer turns off and deletes any VMs that are
about to be restored.

» After all VSS writers have processed the PreRestore event, the files are restored.

 For each VM that was restored, the Hyper-V VSS writer registers the VM with the Hyper-V management service.
If the VM is restored to a nondefault location, a symbolic link is created in the default location linking to that
location.

 For each VHD that was restored, the location is compared with the one specified for that VM. If the location is
different, then the configuration is updated with the proper location.

* The network configuration is updated. If the virtual switches that the VM was connected to when it was backed
up still exit, new ports are created and connected to the VM.

When restoring a “Offline” VM, the VM will not be re-created by Microsoft Hyper-V vss driver. It is possible to run
“New-VM” powershell command to re-create the VM.

New-VM -VMName centos -VHDPath C:/VM/centos.vhdx -MemoryStartupBytes 512MB -SwitchName,,
—VMNetwork

without_vss

With Bacula Enteprise 8.2, it is possible to restore VSS files directly on disk without using the VSS restore framework.
In the restore menu, it is possible to configure Plugin Options menu and set the without_vss option to “true”.

Run Restore job

JobName: RestoreFiles

Bootstrap: /opt/bacula/working/trusty-amd64-dir.restore.9.bsr
Where: c:/tmp

Replace: Always

FileSet: Full Set

Backup Client: hyperv
Restore Client: hyperv

Storage: dedup

When: 2015-03-03 06:50:22

Catalog: MyCatalog

Priority: 10

Plugin Options: *None* <mmmmmm - Plugin Options menu
Example

We assume that a correct backup of Hyper-V data exists and you start the restore with option 5 of the bconsole
restore command, mark the complete tree of data backed up by the Hyper-V component of the VSS plugin, then finally
do 1smark @HYPERV to show all the files selected to be restored:

$ mark *
31 files marked.
$ lsmark

(continues on next page)
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(continued from previous page)

*@HYPERV/
*Microsoft Hyper-V VSS Writer/
*Host Component/
*:component_info_5215da3c

*c:/
*programdata/
*microsoft/
*windows/
*hyper-v/
*initialstore.xml
*resource types/
*06ff76fa-2d58-4baf-9£8d-455773824£37.xml
*118c3be5-0d31-4804-85f0-5c6074abea8f.xml
*146c56a0-3546-469b-9737-fcbcf82428f4.xml
*dacdcf3f-6£67-4eb8-a4d0-5d93b48a2468.xml
*£6293891-£32f-4930-b2db-1a8961d9cb75.xml
*0ffline/
*ubuntu/
*:component_info_5215da3c
*c:/
*programdata/
*microsoft/
*windows/
*hyper-v/
*yvirtual machines/
*690£5094-ff23-411e-92c0-639fc7ebc598/
*690£5094-ff23-411e-92c0-639fc7ebc598.bin
*690£5094-ff23-411e-92c0-639fc7ebc598.vsv
*690£5094-ff23-411e-92c0-639fc7ebc598.xml
*ym/
*ubuntu.vhdx
$ lsmark
*@HYPERV/

*Microsoft Hyper-V VSS Writer/
*Host Component/
*:component_info_5216cf46
*c:/
*programdata/
*microsoft/
*windows/
*hyper-v/
*initialstore.xml
*resource types/
*06ff76fa-2d58-4baf-9£8d-455773824£37.xml
*118c3be5-0d31-4804-85f0-5c6074abea8f.xml
*Online/
*centos/
*:component_info_5216cf46
*c:/
*programdata/
*microsoft/
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(continued from previous page)

*windows/
*hyper-v/
*snapshots/
*accl45fb-9566-402d-9434-04f1e325a75f-backupsnapshot.xml
*yvirtual machines/
*accl45fb-9566-402d-9434-04f1e325a75f.xml
*Vm/
*centos-childvhd.avhdx
*centos.vhdx

File Level Restore

To restore a set of files from a Hyper-V VM backup without re-importing the entire VM, it is possible to restore VHD
files in a directory using the without_vss plugin restore option (See sec without_vss) and mount them in the system
with the Powershell command Mount-VHD (or the Server Manager console (see Fig Attach/Mount Option in Server
Manager below). Once mounted, the VHD image is accessible like other physical disks on the system.

Mount-VHD -Path c:\test\testvhdx.vhdx -ReadOnly

More information about the Mount-VHD command can be found here:

https://technet.microsoft.com/en-us/library/hh848551.aspx

w (Gystem, Boot Page File, Artive. |

- 3 Sarver 2
ot [T

Eetresh

B D

Create VHD
[

AiTmks  *

“ Osk 0 |

Bkt
3 A1 £ WY P B WP

Fig. 12: Attach/Mount Option in Server Manager
We advise to restore VHD files on a different system to avoid operational problems during the restore. If the

without_vss option is not properly set, the original VM would be deleted by Hyper-V automatically during the
restore.
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Fig. 13: Detach/Unmount Option in Server Manager

Cluster Shared Volumes

Starting with Bacula Enterprise 12.6, Cluster Shared Volumes File System (CSVES) backup is supported, so VMs
located on CSVES volumes are backuped transparently. However, mixing CSVFS and NTFS in the same backup is not
supported due to a Microsoft limitation. Noticeably, Host Component are located on C:/ which is typically a NTFS
volume.

* Make sure to backup this kind of system with 2 different jobs:

* One job backups the default selection without the Host Component:

File Set {

Name = HYPERV-CSVFS-1

Include {

Options {

Signature = SHA1

}

# backup all defaults but Host Component

Plugin = "vss:/@HYPERV/ cexclude=\"Host Component\""
}
}

Job {

Name = HYPERVO9-CSVFS-NO-HOSTCOMPONENT
Accurate = Yes

File Set = HYPERV-CSVFS-1

Client = wsb-hyp09-£fd

Job Defs = Defaultl]ob

Level = Full

}
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* Another job backups specifically the Host Component:

File Set {

Name = HYPERV-CSVFS-2

Include {

Options {

Signature = SHA1

}

# backup only Host Component

Plugin = "vss:/@HYPERV/ cinclude=\"Host Component\" cexclude=*"
}
}

Job {

Name = HYPERVO9-CSVFS-HOSTCOMPONENT
Accurate = Yes

File Set = HYPERV-CSVFS-2

Client = wsb-hyp09-£fd

Job Defs = Default]ob

Level = Full

}

Single ltem Restore

(see separate article about Hyper-V Single Item Restore that you can download on the top of the page of that article)

Plugin Notes
Windows VSS Plugin ltems to Note

* One file from each drive needed by the plugins must be explicitly listed in File Set used. This is to ensure that the
main Bacula code does a snapshot of all the required drives. At a later time, we will find a way to accomplish
this automatically.

* When doing a backup that is to be used for Bare Metal Recovery, do not use the VSS plugin.

General Plugin ltems to Note

* The estimate command does not handle plugins. When estimating a job that uses plugins, an error message
regarding the plugin will be displayed. However, backup jobs will use the plugin.

* The File Set Include Option CheckFileChanges = Yes does not work with plugin-generated data. Thus, you
must not use that Option in the Include section of the FileSet where you specify using the Hyper-V plugin.

* When an Offline virtual machine is currently backed up, it is not possible to start it (Hyper-V limitation).

» The Bacula replace flag is not respected by the Hyper-V plugin. Virtual machines will be always overwritten
during restore.

* Microsoft Hyper-V vss interface doesn’t support Differential and Incremental backup. Use of the Global End-
point Deduplication plugin and the bothsides FileSet option permits to minimize the data transfer and the
storage.
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When trying to restore Incremental or Differential jobs, Hyper-V VSS writer will print errors on PostRestore and
PreRestore events. The virtual disk image (VHDX) should be restored despite these errors.

Best Practices

While it is technically possible to backup multiple VMs in one Bacula hypervisor plugin backup job (VMware, Hyper-
V, RHYV, Proxmox, etc), this is not necessarily the best way to perform VM backups. It is strongly recommended that
one backup Job is created for each VM being backed up for the following reasons:

By default, if one of your VMs fails to backup in a “multi-VM” backup job, the main Bacula job will terminate
“Backup OK — with warnings.” The JobStatus for jobs that terminate “Backup OK” and “Backup OK — with
warnings” are not differentiated in the catalog. They are both ‘T’, so this means that you will have to carefully
monitor your backup job logs in case some VM backups fail and pay attention to the JobErrors field in the job
summaries.

To address this issue, there is a plugin option called “abort_on_error” in each of the Bacula hypervisor plugins,
which causes Bacula to immediately fail the job as soon as an error is detected while backing up a VM. However,
if you use this option, and the backup of VM number 11 in a list of 50 VMs fails, then the whole job will be
failed, and VMs 12-50 will not be backed up during that job’s run.

A 1:1 configuration (one VM backed up per job) means that the “abort_on_error” option will make more sense to
enable in each job so you will immediately know when a VM fails to backup since the Bacula job will terminate
with a “Backup failed” message and ‘f” in the catalog for the job.

With a 1:1 VM/Job configuration, re-running a specific VM backup job is simple to do after the cause of the
failure is investigated and fixed.

In the example about the 50 VMs, without a 1:1 configuration, there is no way to re-run a backup of just the one
VM that failed to backup.

Additionally, with a 1:1 VM/Job configuration, job metrics will have more meaning because each VM will be
one job, and you will know to expect a specific number of jobs each night with each job representing one VM.

With a multi-VM per job configuration, each VM will be backed up “serially”, one at a time, disk by disk, VM
by VM. A 1:1 configuration will allow several VM backups to be run concurrently which will reduce the overall
time to perform the VM backups. Of course, you will need to pay close attention to SD and ESXi storage and
networking resources, and adjust the number of concurrent jobs accordingly.

For some hypervisors (VMware, Proxmox, etc) Bacula provides automation scripts (eg: scan_datacenter.pl for
VMware). These scripts are designed so that they will create 1:1 VM/Job configurations. If you plan to make use
of these automation scripts, it is a good idea to already be thinking this way, and having your hypervisor plugin
backup configurations in a 1:1 configuration from the beginning.

VSS services enable Bacula Enterprise to do snapshot backup of your Hyper-V virtual machines.

Single Item Restore is supported, but differential and incremental level backup cannot be done using this method.
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Hyper-V WMI plugin

Important: Remember to read the Best Practices chapter common for all of our hypervisor plugins.

* Hyper-V Plugins to Cover All Backup Needs I

Hyper-V Plugins to Cover All Backup Needs

Microsoft has created various technologies for backing up Hyper-V virtual machines. Thus, multiple Bacula Plugins
have been designed to maximize the benefits of each solution.

Hyper-V is equipped with a VSS writer on all compatible versions of Windows Server. This VSS writer enables devel-
opers to utilize the existing VSS infrastructure for backing up virtual machines to Bacula using the Bacula Enterprise
VSS Plugins. This technology is supported by the original Bacula Hyper-V plugin. Although it doesn’t allow in-
cremental and differential backups and other more granular VM-based options, it can still cover any Hyper-V version.
Therefore, it is highly recommended for small standalone Hyper-V servers (single node, no Failover Cluster) and older
Hyper-V versions that do not offer Virtual Disk Service or Hyper-V WMI APIL.

The Virtual Disk Service (VDS) is a service provided by Microsoft Windows that handles query and configuration
tasks upon request from end users, scripts, and applications. This service is compatible with Windows Server 2003,
Windows Vista, and newer versions. The Hyper-V Winapi Plugin utilizes this technology to backup and restore
virtual machines. It supports incremental and differential backups, making it the recommended solution for more
intricate Hyper-V servers, such as Failover Clusters with multiple nodes, where local disk space is a critical resource.
Depending on the relocation of virtual machines within the Cluster, it may be necessary to migrate the backed-up VMs
across specific nodes.

Starting in Windows 8 and Windows Server 2012, Hyper-V supports backup via the Hyper-V WMI APIL. This feature
enables individual Guest VMs to be backed up separately and incrementally, offering a more scalable solution compared
to using VSS in the host. The Bacula Enterprise Hyper-V WMI Plugin uses this technology for backup and restore
to/from Bacula. It backups/restores VM in the recommended Microsoft format. By utilizing the Microsoft snapshot
format from/to disk, it is essential to have sufficient disk space available for the process to proceed smoothly. In
scenarios where disk space may be limited due to busy configurations, the Hyper-V Winapi Plugin can be utilized as
an alternative solution.

Backups created using the Hyper-V WMI Plugin, Hyper-V Winapi Plugin and Hyper-V Plugin are not compatible
with each other.

Features summary

* Quiescing VSS-based applications can be achieved through VSS-based guest snapshots.

¢ Microsoft’s RCT technology enables Full, Differential, and Incremental image-level backups for virtual ma-
chines.

* Complete virtual machine images can be restored effortlessly.

Copyright © 2024 Bacula Systems. All trademarks are the property of their respective owners. 194



Important notes

* Backups made with the Hyper-V WMI plugin cannot be used with Virtual Full jobs. It is not recommended to
mix these backup methods as it may result in difficulties when restoring jobs from Virtual Full backups.

 Single Item Restore is not supported.
 Linux virtual machines cannot be backed up live at Application Consistency level.

* The Hyper-V WMI Plugin requires Hyper-V Virtual Machines version 6.2 or above to manage Differential and
Incremental backups.

Supported platforms

This documentation presents solutions for Bacula Enterprise 16.0.0 and higher, and is not applicable to prior versions
of Bacula.

This plugin supports Windows 8, Windows Server 2012 and later.

Installation

The Bacula File Daemon and the Hyper-V WMI Plugin need to be installed on the Hyper-V host server. The Hyper-V
WMI Plugin Windows installer is the same as the Hyper-V Winapi Plugin installer.

You can choose to install one or the other from the Plugin tree.

(i Bacula Systerns(R) Enterprise Hyper-Y Plugin — >

Choose which features of Bacula Systems(R) 64 bit Hyper-V
Flugin you want to install,

Chedk the components you want to install and uncheck the components you don't want to
install. Click Mext to continue.

Select the type of install: Custom =
Or, select the optional =B Plugin
;IDSEEHEHE you wish to Bacula Enterprise Hyper-¥ WMI Flugin

----- [ ] Bacula Enterprise Hyper-v WinAPT Plugin

Description
Space required: 634.0 KB

It will deploy required components within the Bacula File Daemon plugins directory.

To configure the Bacula File Daemon, refer to the general Bacula installation documentation.
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= = | plugins - O >
Home Share View o
< A » ThisPC » Local Disk (T:) » Program Files » Bacula » plugins v O Search plugins P

" Name Date modified Type Size

7 Quick access
[ Desktop
‘ Downloads

& hypery Windows PowerS... 40 KB

%] hypers-wmi-fd.dll

Application extens... 869 KB

= Documents

| Pictures

L
plugins
System32
tmp

= This PC
J 3D Objects
[ Desktop
= Documents
‘ Downloads
J’! Music
| Pictures
= tmp on stretch
Videos

‘i Local Disk (C:)

¥ Network

=

2 items =

On the server side, the Hyper-V PowerShell Module needs to be enabled. On Windows Server or Hyper-V server 2012,
2016 and 2019, use Server Manager to install it. It should be located under Remote Server Administration Tools ->
Role Administration Tools -> Hyper-V Management Tools and check Hyper-V Module for Windows PowerShell.

Verify the correct installation of the FD and the Hyper-V WMI Plugin by running status client from bconsole or from
BWeb.

*status client=w2019-hv01-£fd

Connecting to Client w2019-hv01-fd at 172.22.22.50:9102

w2019-hv01-fd Version: 12.8.0 (06 April 2021) VSS Linux Cross-compile Win64

Daemon started 19-Jun-21 16:31. Jobs: run=23 running=2.

Microsoft Windows 2012 Standard Edition (build 9200), 64-bit

Priv 0x73f

Memory: WorkingSetSize: 34,168,832 QuotaPagedPoolUsage: 183,768 QuotaNonPagedPoolUsage:..
-.17,368 PagefileUsage:

43,687,936

APIs=0PT,ATP,LPV,CFA,CFW,

WUL ,WMKD, GFAA, GFAW,GFAEA, GFAEW, SFAA, SFAW,BR, BW, SPSP,

WC2MB,MB2WC, FFFA,FFFW,FNFA,FNFW, SCDA, SCDW,

GCDA, GCDW, GVPNW, GVNFVMPW,LZ0, EFS

Heap: heap=34,168,832 smbytes=39,489,074 max_bytes=69,259,353 bufs=395 max_bufs=396
Sizes: boffset_t=8 size_t=8 debug=10 trace=1 mode=0,2010 bwlimit=0kB/s

Crypto: fips=no crypto=0OpenSSL

APIs: !GPFS

Plugin: alldrives-£fd.d11(1.2) hyperv-wmi-fd.d11(®.1) winbmr-£fd.d11(3.1.0)

Verify that hyperv-wmi-fd.dll is in the “Plugin” line (last line in the above example output).
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B Add Roles and Features Wizard - O X

DESTIMNATIOM SERVER

S e | e Ct fe a _.. U re S rwcl01-bv.supportiab.baculasystems.com

Before You Begin Select one or more features to install on the selected server,

Installation Type Features Description
Server Selection L e ey Hyper-V Madule for Windows PowerShell
[] Multipath /O inclucles Windows PowerShell cmdlets for

Server Roles [ MultiPoint Connector managing Hyper-V.
] Metwork Load Balancing
[ Network Virtualization
[] Peer Mame Resolution Protocol
[ Quality Windows Audio Video Experience
[] RAS Connection Manager Administration Kit {CMAK)
[ Remote Assistance
[] Remote Differential Compression
[®] Remote Server Administration Toaols (5 of 43 installed)

4
| [m] Feature Administration Tools (2 of 17 installed)
4 [H] Role Administration Tools (3 of 26 installed)
| [m] AD DS and AD LDS Tools (1 of 4 installed)
4 || Hyper-V Management Tools (Installed)
| Hyper-V GUI Management Tools (Installed)
v
I [] Remote Desktop Services Tocls
I [] Windows Server Update Services Tools
I [[] Active Directory Certificate Services Tools
—

LYRFEIN ORI | ISP O TR DU S S

< Previous Mext > Install Cancel

In the case of a Failover Cluster configuration, the Bacula file deamon and the Hyper-V WMI plugin need to be
installed on only one node.

Important considerations regarding credentials settings

Important: In order to access and backup the Hyper-V server, the delegation of the User credentials must be enabled
and the Bacula file daemon must be logged as an authorized user within the Hyper-V server.

Enable delegation of user credentials on the Hyper-V server

* Run gpedit.msc (normally in C:\Windows\System32) on the Hyper-V server and look at the

following policy: Computer Configuration -> Administrative Templates -> System -> Credentials Delegation -> Allow
Delegating Fresh Credentials.

* Verify that it is enabled and configured with the WSMAN SPN appropriate for the target computer.

For example, for a target computer name “myserver.domain.com”, the SPN can be one of the following: WS-
MAN//myserver.domain.com or WSMAN//*.domain.com. Introduce it in the “Add servers to the list” “Show” dialog
box.

e Alternatively run a  powershell console on the Hyper-V  server (normally in
C:\Windows\Systeme32\WindowsPowerShellv1.0powershell.exe) and enter the following commands:

Enable-WSManCredSSP -Role Server -Force
Enable-WSManCredSSP -Role "Client" -DelegateComputer myserver.domain.com -Force
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= Local Group Policy Editor — O x
File Action View Help
e plmE= BEl T
= Local Computer Policy ~ T M aprim
~ il Computer Configuration . . Setti Stat c t
* Software Settings Allow delegating fresh credentials ing ate ommen
© Windows Settings X o \i=| Allow delegating default credentials with MTLM-only server ... Not configured No
v [ Administrative Templates Edit policy setting Allow delegating default credentials Mot configured No
| Control Panel Requirements: || Encryption Oracle Remediation Mot configured Mo
| Network At least Windows Vista & Allow delegating fresh credentials Mot configured No
| Printers o . \i=| Allow delegating fresh credentials with NTLM-only server a..  Not configured No
| Server e_scnptlun. Remote host allows delegation of non-exportable credentials Mot configured No
. This policy setting applies te
. Start Menu and Taskbar applications using the Cred SSP Allow delegating saved credentials Not configured Mo
~ [ System component (for example: Remote Allow delegating saved credentials with NTLM-only server a...  Not configured No
1 Access-Denied Assistance Desktop Connection). Deny delegating default credentials Nat configured No
App-V
- Ap:tP Croat This policy setting applies when Deny delegating fresh credentials Not configured No
o e r_D(ESS rea _‘D" server authentication was |iz| Deny delegating saved credentials Not configured Mo
_| Credentials Delegation achieved via a trusted X509 | Restrict delegation of credentials to remote servers Not configured Mo
| Device Guard certificate or Kerberos.
~ Device Health Attestation Service
| Device Installation If you enable this policy setting,
- you can specify the servers to
- D!Sk NV Cache which the user's fresh credentials
- Disk Quotas can be delegated (fresh
| Display credentials are those that you are
_| Distributed COM prompted for when executing the
~| Driver Installation application).
o Early Launch Antimalware If you do not configure (by
4 Enhanced Storage Access default) this policy setting, after
_| File Classification Infrastructure proper mutual authentication,
| File Share Shadow Copy Provider delegation of fresh credentialsis s
* Filesystem permitted to Remote Desktop < >
“ Folder Redirection v |, Extended { Standard

Impersonation of Hyper-V WMI Plugin

The impersonation of the Hyper-V WMI Plugin can be achieved in different ways.

 Specify the user name and password locally on the hyper-v node. This is the recommended method. In a
bacula-hyperv.pwd file, located by the bacula-fd. conf config file (typically C:\Program Files\Bacula).

bacula-hyperv.pwd contains the user name followed by the user password, separated by a colon.

name@domain.com:mypassword

or

DOMAIN\name:mypassword

* Impersonate the Hyper-V WMI Plugin by passing user and password, as plugin options See Job configuration
user_name and user_password options.

* Manually change the Bacula file daemon default login account:

Access the Hyper-V server using administrative credentials. Go to the Windows Start menu, enter “Services”,
and press Enter to display a list of all installed services. Locate the Bacula File Backup Service, right-click on
it, and then select Properties. Navigate to the Log On tab, where the settings should appear as follows:

Toggle the selection from “Local System account” to “This account”. Enter the credentials of a Hyper-V admin-
istrator (either read only or read-write). Click OK.

Click on the Bacula File Backup Service entry once more with the right mouse button, then select “Restart” to
ensure that the changes take effect.

Copyright © 2024 Bacula Systems. All trademarks are the property of their respective owners. 198



R Allow delegating fresh credentials a >
E‘ Allow delegating fresh credentials T Next Setting
() Not Configured Comment:
(®) Enakled
() Disabled
Supported on: | At least Windows Vista
Cpticns: Help:
- This policy setting applies to applications using the Cred 55P A
Add servers fo the list . component (for example: Remote Desktop Connection).
Concatenate OS5 defaults with input above This policy setting applies when server authentication was
achieved via a trusted X50% certificate or Kerberos.
If you enable this pelicy setting, you can specify the servers to
which the user's fresh credentials can be delegated (fresh
credentials are those that you are prompted for when executing
the application).
If you do not configure (by default) this policy setting, after
proper mutual authentication, delegation of fresh credentials is
permitted to Remnote Desktop Session Host running on any
machine (TERMSRV/™).
If you disable this policy setting, delegation of fresh credentials is
not permitted to any machine.
Mote: The "Allow delegating fresh credentials” policy setting can
be set to one or more Service Principal Mames (SPMNs). The 5PN v
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Marme Description Status Startup Type Log On As
-&};Acti\re)( Installer (AxlnstSY) Provides Us... Disabled Local System
ﬁzi”h;n P::.uter service Bacula File Backup Service Properties (Local Computer) >l Il:oca: zer:ice
k App Readiness ocal Systermn
\.‘;};AppFabric Caching Service General LogOn  Recovery Dependencies SUPPORTLAB\ad-...
\,‘;};Application Haost Helper Service Local System
\,‘;};Application Identity Log on as: Local Service
\,‘;};Application Information (@) Local System account . Local Systemn
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Lk Application Management ) Local System
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Q};ASF‘.NET State Service MNetwork Service
\,‘;};Auto Time Zone Updater Local Service
{;};AVCTP service . Local Service
\,‘;:?‘;Backgmund Intelligent Transfer Serv| Local System
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Job Configuration

Once the Bacula File Daemon and the Hyper-V WMI plugin are correctly installed and configured, setting a backup
job up is as simple as adding the job and the fileset within the Bacula Director configuration file.

Important: The Enable VSS parameter must be set to no in the FileSet (see examples below).

The following plugin options are supported:

Name | Sta-| De- | Description

tus | fault
include | Op- | In- a Unix shell-style wildcards pattern for including VMs by name
tiona] clude
all
()

exclude | Op- | Ex- a Unix shell-style wildcards pattern for excluding VMs by name
tiona] clude

none
tmp_dir | Op- | Baculalaegtes the Bacula working repository folder. Make sure there’s enought space on this
tiona location to create VM’s shapshots and exports. Default is a Bacula-repo folder in the

VHD location.
pre_backpOpetioiNone | action on the VMs before backup takes place. Can be None, Stop, Save. - None is noop. -
tiona Stop stops the VM before backup (useful when VM doesn’t support VSS or kernel freeze

to maintain consistent backups). - Save saves the VM before stoping it.
post_backuPpactiddone | action on the VMs after backup is completed. Can be None, Restart, ForceRestart. - None

tiona is noop. - Restart restarts the VM if it was stopped or saved pre-backup. - ForceRestart
restarts the VM unconditionnaly.

consis- | Op- | Ap- | overwrites the consistency level. Can be Application Consistent of Crash Consistent.
tency_leveltional pli- Application is the recommanded value but some VMs might not support it.

ca-

tion
al- Op- | Dis- | when enabled, allows retry with pre_backup_action set to Save and
low_pre_gavenal abled | post_backup_action set to Restart, if crash consistency retry backup has failed.
local- Op- | Dis- | when anabled, restricts all operations to the local node (for Failover Cluster configuration).

host_only tional abled
abort_on|eflpr | Dis- | abort immediately the job if a serious error is found (b.e when no VM matches the
tional abled | include patterns). By default, a Job error is raised, but the job continues.

dis- Op- | Dis- | when enabled, VMs migration is disabled during backup to avoid collision between
able_vm_|ntignaticabled | backup an migration (for Failover Cluster configuration). Doesn’t take any value. To
disable, remove keyword.

user_nanleOp- | None | the user name that will run the backup/restore operation. This is not the recommanded
tiona method. The user name can be specified locally on the hyper-v node in a bacula-hv.
usr file located in the fd plugins folder.

user_pasywop | None | the user password that will run the backup/restore operation. This is not the recom-
tiona manded method. The user password can be specified locally on the hyper-v node in a
bacula-hv.pwd file located in the fd plugins folder.
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Examples

Example 1: backup all vms using Bacula’s default working directory

Job {
Name = "Hyper-V-BackupAll"
Type = Backup
Client= w2019-hv01-fd
FileSet="Simplest-Hyper-V-FileSet"
Storage = File
Messages = Standard
Pool = Default

FileSet {
Name = "Simplest-Hyper-V-FileSet
Enable VSS = no
Include {
Options {
signature=MD5

}
Plugin = "hyperv-wmi:"
}
}

Example 2: backup only «Linux- » prefixed vms using Bacula’s default working directory

Job {
Name = "Hyper-V-BackupOnlyLinux"
Type = Backup
Client= w2019-hv01-fd
FileSet="Linux-Hyper-V-FileSet"
Storage = File
Messages = Standard
Pool = Default
}
FileSet {
Name = "Linux-Hyper-V-FileSet"
Enable VSS = no
Include {
Options {
signature=MD5
}
Plugin = "hyperv-wmi: include=\"Linux-*\

3

}
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Example 3: backup any VM having «Windows» in its name, using a custom working directory

Job {
Name = "Hyper-V-BackupOnlyWindowsOnF"
Type = Backup
Client= w2019-hv01-£fd
FileSet="WindowsOnF-Hyper-V-FileSet"
Storage = File
Messages = Standard
Pool = Default

}
FileSet {
Name = "WindowsOnF-Hyper-VFileSet"
Enable VSS = no
Include {
Options {
signature=MD5
}
Plugin = "hyperv-wmi: include=\"*Windows*\" tmp_dir=\"F:/backup\""
}
}
Backup

The files backed up by the Hyper-V server will be visible in a bconsole or with the prefix /@HYPERV-WMI/.

Typically, a VM backup data is organized as follows:

/@HYPERV-WMI/lecd8f42-ccca-462a-ab0f-b7644ea77b9b/1ECD8F42-CCCA-462A-ABOF-B7644EA77B9B.
—,vmcx
/@HYPERV-WMI/lecd8f42-ccca-462a-ab0f-b7644ea77b9b/1ECD8F42-CCCA-462A-ABOF-B7644EA77B9B.
—.vmgs
/@HYPERV-WMI/lecd8f42-ccca-462a-ab0f-b7644ea77b9b/1ECD8F42-CCCA-462A-ABOF-B7644EA77B9B.
- VMRS

/@HYPERV-WMI/lecd8f42-ccca-462a-ab0f-b7644ea77b9b/backup-config.xml
/@HYPERV-WMI/lecd8f42-ccca-462a-ab0f-b7644ea77b9b/testl_1C6A2D1E-9CEF-4F08-A14E-
—E463F909C94D. avhdx

/@HYPERV-WMI/lecd8f42-ccca-462a-ab0f-b7644ea77b9b/testl.vhdx
/@HYPERV-WMI/lecd8f42-ccca-462a-ab0f-b7644ea77b9b-testl

Where:
¢ lecd8f42-ccca-462a-ab0f-b7644ea77b9b is the VM UID of the “testl”
* the .vmcx file stores the Vm’s machine settings
* the .vmgs file stores the Vm’s guest state
¢ the .vmrs file stores the Vm’s running state
¢ the backup-config.xml contains information on the vm at the backup time
* the vhdx file stores the Vm’s Virtual Hard Drive data

¢ the avhdx file stores the differential data of the Vm’s Virtual Hard Drive
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* lecd8f42-ccca-462a-ab0f-b7644ea77b9b-testl is a convenience file reminding us that the VM name is test]l and
its ID lecd8f42-ccca-462a-ab0f-b7644ea77b9b

Incremental-Differential backups: the Hyper-V WMI Plugin will automatically follow the backup level strategy as
scheduled in Bacula.

Consistency Level: A backup can fail when the option “Application Consistent” is required for a VM that doesn’t
support it.

* If an Application Consistent backup fails, the Hyper-V WMI Plugin will change automatically the Consistency
Level to “Crash Consistent” and retry.

e If allow_pre_save if enabled and a “Crash Consistent” backup fails, the Hyper-V WMI Plugin will change
the pre_backup_action to “Save” and post_backup_action to “Restart” and retry.

* If none of the above works, the backup fails with Error.

Restore

It is advisable to choose the entire fileset instead of cherry-picking backed up files, especially for one VM.

Restore parameters:

Restore Options || Advanced Options || Hyperv-wmi

Restore Options
Restore Client:

hvcl01-norbert v
Where: C:Volumelirestore
Replace: Never bl
Comment:

Media Needed

InChanger Enabled = Volume

Ciick "Re-compute the Media" butfon fo display the fist of media that will be used during the resiore,

{:) Re-compute media needed to restore (the action can take some time)
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¢ Where: Can specify a path for VM restoration. If the content is not a path (does not contain slashes or back-
slashes), it’s considered to be the new VM restore name.

| Restore Options || Advanced Options || Hyperv-wmi

hyperv-wmi: include="ubuntu” tmp_dir="C:/ClusterStorage/Volumel/backup"
Mew Virtual Machine name

Restore Path

Avoid Identical UUID collision
Node where the VM is restored
Name used to process restore

Password used to process restore

* New Virtual Machine Name: Specify the restored VM new name
* Restore Path: Specify the location where Snapshot files are restored

e Avoid Identical UUID collision: Over restoration, the VM UID is regenerated. It avoids issue when the
original VM is still existing on the Hyper-V host.

* Node where the VM is restored: Specify the name of the node where the VM is to be restored (clustered
configuration). Note: the Restore Path need to be shared between the local host and the remote node, for this
option to work (on a clustered storage b.e.)

* Name used to process restore: impersonation user name (see Impersonation of the Hyper-V WMI plu-
gin)

* Password used to process restore: impersonation user password (see Impersonation of the Hyper-V
WMI plugin)

VM Renaming:

If the ‘New Virtual Machine Name’ is specified, the restored VM(s) will be renamed using this value. However, if the
‘Where’ value is not a path, then the “Where’ value itself will be used for renaming the restored VMs. In case neither
of these options are set, the restored VM(s) will retain their original name(s).

Restore Path:

If the ‘Restore Path’ is provided, it will be used as the restore path for all the drive-related backup files (vhdx, avhdx)
and the VM-related backup files (vimcx, vimgs, vmrs). However, if the ‘Restore Path’ is empty and the “Where’ value is
set with a path, then the “Where’ path will be used instead. To facilitate multiple restorations, the files will be restored
in a specific folder named after the Bacula job name. If none of the above options are set, the default locations of the
Hyper-V host will be used, and no specific folder named after the Bacula job name will be created. It is important to
note that the restore files are not moved during the restoration process, so the Restore Path will be the location of the
restored VM.
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VMs duplication:

If the original VM still exists on the node, attempting to restore the same VM with the same unique identifier will be
rejected. In such cases, the “Avoid Identical UUID collision” option can be used to assign a new unique identifier to
the restored machine. If a restoration without the “Avoid Identical UUID collision” option fails, it will automatically
be retried with this option enabled, and a warning will be issued.

Retries:

In the event of a VM restoration failure, the import process will be retried. If the “Avoid Identical UUID collision”
option is turned off, it will be automatically enabled to prevent the most common cause of restoration errors: duplication
of unique identifiers. Alternatively, an attempt will be made to rename the VM. By default, the rename will follow the
pattern “<JobName>_<original VMName>".

Examples:

¢ Defaults:

— Where: Empty

New Virtual Machine Name: Empty

Restore Path: Empty
Avoid Identical UUID collision: Off

Node where the VM is restored: Empty

The restored VM(s) are (re)created in the local Hyper-V host default VMs and VirtualHardDrives locations with original
names are Unique Identifiers.

¢ Quick Rename:

— Where: newVMName

New Virtual Machine Name: Empty

Restore Path: Empty
Avoid Identical UUID collision: Off

Node where the VM is restored: Empty

The restored VM(s) are (re)created in the local Hyper-V host default VMs and VirtualHardDrives locations and renamed
newVMName.

e Large Restore:
— Where: Empty

New Virtual Machine Name: NewVMName

Restore Path: C:\LargeStorage\restore
Avoid Identical UUID collision: Off

— Node where the VM is restored: Empty

The restored VM(s) are (re)created and renamed NewVMName. Virtual drive(s) and VM files
are located into a folder named after the JovName in C:\LargeStorage\restore. Something like
C:\LargeStorage\restore\RestoreFiles.<date>_<time>.
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Best Practices

While it is technically possible to backup multiple VMs in one Bacula hypervisor plugin backup job (VMware, Hyper-
V, RHV, Proxmox, etc), this is not necessarily the best way to perform VM backups. It is strongly recommended that
one backup Job is created for each VM being backed up for the following reasons:

* By default, if one of your VMs fails to backup in a “multi-VM” backup job, the main Bacula job will terminate
“Backup OK — with warnings.” The JobStatus for jobs that terminate “Backup OK” and “Backup OK - with
warnings” are not differentiated in the catalog. They are both “T’, so this means that you will have to carefully
monitor your backup job logs in case some VM backups fail and pay attention to the JobErrors field in the job
summaries.

 To address this issue, there is a plugin option called “abort_on_error” in each of the Bacula hypervisor plugins,
which causes Bacula to immediately fail the job as soon as an error is detected while backing up a VM. However,
if you use this option, and the backup of VM number 11 in a list of 50 VMs fails, then the whole job will be
failed, and VMs 12-50 will not be backed up during that job’s run.

* A 1:1 configuration (one VM backed up per job) means that the “abort_on_error” option will make more sense to
enable in each job so you will immediately know when a VM fails to backup since the Bacula job will terminate
with a “Backup failed” message and ‘f” in the catalog for the job.

e With a 1:1 VM/Job configuration, re-running a specific VM backup job is simple to do after the cause of the
failure is investigated and fixed.

* In the example about the 50 VMs, without a 1:1 configuration, there is no way to re-run a backup of just the one
VM that failed to backup.

* Additionally, with a 1:1 VM/Job configuration, job metrics will have more meaning because each VM will be
one job, and you will know to expect a specific number of jobs each night with each job representing one VM.

* With a multi-VM per job configuration, each VM will be backed up “serially”, one at a time, disk by disk, VM
by VM. A 1:1 configuration will allow several VM backups to be run concurrently which will reduce the overall
time to perform the VM backups. Of course, you will need to pay close attention to SD and ESXi storage and
networking resources, and adjust the number of concurrent jobs accordingly.

* For some hypervisors (VMware, Proxmox, etc) Bacula provides automation scripts (eg: scan_datacenter.pl for
VMware). These scripts are designed so that they will create 1:1 VM/Job configurations. If you plan to make use
of these automation scripts, it is a good idea to already be thinking this way, and having your hypervisor plugin
backup configurations in a 1:1 configuration from the beginning.

Failover Cluster

Backup operations are seamlessly executed in a Failover Cluster setup, regardless of the node responsible for hosting
the VM(s) at the time of backup. As long as the user possesses the correct credentials on all nodes, the VMs within the
cluster will undergo filtering via include/exclude criteria. The tmp_dir directory must be situated on the Cluster Shared
Volume and be accessible to the user through an identical path on each node. By default, the tmp_dir is designated
as a “Bacula-repo” folder within the VHD default directory, ensuring optimal performance as long as sufficient disk
space is allocated for snapshots on the Shared Volume. It is important to note that transferring a VM from one node to
another during a backup process is prohibited by Hyper-V.

The WMI provider allows you to perform differential and incremental backup for Microsoft Hyper-V. Single Item
Restore is not possible using this method.
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KVM Plugin

Important: Remember to read the Best Practices chapter common for all of our hypervisor plugins.

This document aims at presenting the reader with information about the Bacula Enterprise Kernel-based Virtual
Machine (KVM) Plugin. The document briefly describes the target technology of the plugin, defines the scope of its
operations, and presents its main features, including clusters.

Scope

Bacula Enterprise KVM module is supported on Red Hat Enterprise Linux. The KVM Plugin is designed to be used
when the hypervisor uses local storage for virtual machine disks and libvirtd for virtual machine management.

The current version of the KVM Plugin is compatible with:
* Proxmox (note that as of Bacula Enterprise 10, a specific Proxmox Plugin is available)
* Redhat RHV or Ovirt
* OpenStack

Kernel-based virtual machine (KVM) is an open source virtualization infrastructure built for Linux OS. It requires x86-
based processor architecture to operate. KVM consists of two technology components: kernel and user-space. Kernel
has two loadable modules: kvm.ko, and either kvm-intel.ko or kvm-amd.ko. The kvm.ko module is responsible for
core architecture-independent virtualization processing. The latter two correspond to Intel and AMD processor-specific
modules. These modules were merged into the Linux kernel as of version 2.6.20.

See also:
* Goto KVM Features
* Goto KVM Installation
* Go to KVM Configuration
* Go to KVM Operations
* Go to KVM Limitations
Go back to the main KVM Plugin page.

Go back to the main Dedicated Backup Solution page.

Features

Bacula Enterprise is an especially secure, scalable and modular backup and recovery software solution with a wide range
of capabilities. Backup up KVM hypervisor(s) and its data in a comprehensive manner is one of its many qualities.

Bacula System’s KVM Module is fast, reliable, especially simple to use and establishes confidence in the backup system
administrator.

The Bacula Enterprise KVM Plugin provides the following main features:
e Automatic virtual machine discovery
* File level backup of virtual machines
« Full, Differential, and Incremental backup level support

* The ability to handle inclusion/exclusion of files
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* Backup of virtual machines in a ‘running’, *paused’ or ’shut off” state

KVM enables Linux to do the system grunt work, so it can focus on handling new virtualization instructions exposed
by the hardware. Another key benefit for KVM is that it inherits any continuing system improvement from upstream in
the larger Linux community.

It is crucial that the kernel modules do not emulate the virtual machine hardware that the guest OS runs on. KVM uses
QEMU to build the virtual machines (VM) that interact with guest OS. Each VM is a regular Linux process, which
means familiar Linux commands like ‘top’ and ‘kill’ can be used to manage and monitor the VMs.

KVM transforms Linux into a type 1 hypervisor, also known as a bare-metal hypervisor. Type 1 hypervisors directly
access the computer’s hardware and replace the host OS. They are also considered secure because there is nothing
between a hypervisor and a CPU that a potential attacker could tamper with. As part of the Linux kernel, KVM has
all the OS-level components. This means that each VM works like a regular Linux process and has dedicated virtual
components like memory, disks, CPU and network card.

Bacula Enterprise data backup and recovery allows you to back up not only KVM environments, but covers your entire
IT estate through a single plane of glass. It brings unprecedented levels of security, business value benefits and low
cost of ownership.

See also:
* Go back to KVM Scope
* Go to KVM Installation
* Go to KVM Configuration
* Goto KVM Operations
* Go to KVM Limitations
Go back to the main KVM Plugin page.

Go back to the main Dedicated Backup Solution page.

Installation

This article describes how to install Bacula Enterprise Kernel-based Virtual Machine (KVM) Plugin.

KVM Installation with BIM

In order to install the KVM Plugin with BIM, install the File Daemon with BIM and choose to install the KVM Plugin
during the FD installation.

Click here for more details on the plugin installation process with BIM.

See also:

See an alternative way of installing the KVM Plugin - KVM Installation with Package Manager.
Go back to the main KVM Plugin Installation page.

Go back to the main KVM Plugin page.
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KVM Installation with Package Manager

Packages of the KVM Plugin are available for supported platforms. Make a request from your Customer Portal to
access the KVM Plugin. The KVM Plugin package needs to be installed onot the KVM host server (hypervisor host),
on which Bacula File Daemon is already installed.

Note: The KVM Plugin uses snapshots while backing up guest VMs. During a snapshot, blocks modified by the guest
VM need to be copied in temporary space, the space required depends on the guest disk activity. By default the space
is allocated under /var/tmp.

See the articles for specific operating systems:

Installation with Package Manager on Debian/Ubuntu

1. Configure the package manager:

Add the following to a file /etc/apt/sources.list.d/bacula.list

# Bacula Enterprise - KVM
deb https://www.baculasystems.com/dl/@@customer@@/debs/kvm/@@bee-version@@/@@os-
—version@@-@@arch@@/ @@os-version@@ kvm

**@@bee-version@@** should be replaced by the version of Bacula
Enterprise you purchased (16.x.y, 14.x.y)

**@@os-version@@** is the code name of the distribution
(buster/stretch/jessie)

**@@arch@@** Architecture: 32 or 64 bit

Note: On Ubuntu 64 bit systems you will need to write deb [arch=amd64] instead of deb.

A complete example might look like this:

Debian:

# Bacula Enterprise
deb https://www.baculasystems.com/dl/Customer-123456/debs/kvm/16.0.7/buster-64/ buster,,
~kvm

Ubuntu:

# Bacula Enterprise
deb https://www.baculasystems.com/dl/Customer-123456/debs/kvm/16.0.7/bionic-64/ bionic.
—kvm

2. Update your package manager and verify your Bacula Enterprise repositories are correctly configured.

apt-get update

3. Run this command to install the Bacula Enterprise packages:
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apt-get install bacula-enterprise-kvm-plugin

See also:
e Installation with Package Manager on RHEL/CentOS
Go back to the KVM Installation with Package Manager

Installation with Package Manager on RHEL/CentOS

1. Configure the package manager:

Add the following to a file /etc/yum.repos.d/bacula.repo

# [Bacula-Enterprise-KVM]

name= Bacula Enterprise KVM
baseurl=https://www.baculasystems.com/dl/@@customer@@/rpms/kvm/@@bee-version@@/@@rhel@@-
—.@@archeae/

enabled=1

protect=0

gpgcheck=1

**@@bee-version@@** should be replaced by the version of Bacula
Enterprise you purchased (16.x.y, 14.x.y)

**@@rhel@@** is the version of your RedHat/CentOS distribution (9/8/7)

**@@arch@@** Architecture: 32 or 64 bit

A complete example might look like this:

[Bacula-Enterprisel]

name=Red Hat Enterprise - Bacula - Enterprise
baseurl=https://www.baculasystems.com/dl/Customer-123456/rpms/kvm/16.0.7/rhel7-64/
enabled=1

protect=0

gpgcheck=1

2. Update your package manager and verify your Bacula Enterprise repositories are correctly configured.

yum update

3. Run this command to install the Bacula Enterprise packages:

yum install bacula-enterprise-kvm-plugin

See also:
e Installation with Package Manager on Debian/Ubuntu
Go back to the KVM Installation with Package Manager
Go back to the KVM Installation page.
Go back to the main KVM Plugin page.

See also:
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* Go back to KVM Scope
* Go back to KVM Features
* Go to KVM Configuration
* Go to KVM Operations
* Go to KVM Limitations
Go back to the main KVM Plugin page.

Go back to the main Dedicated Backup Solution page.

Configuration

This article describes how to configure Bacula Enterprise KVM Plugin.

File Daemon Configuration

On the KVM host server, the Plugin Directory option of the File Daemon resource in /opt/bacula/etc/
bacula-fd. conf has to point to where the kvm-£d. so plugin is installed. The standard directory for Bacula plugins
is /opt/bacula/plugins

FileDaemon {
Name = bacula-fd
Plugin Directory = /opt/bacula/plugins

The libvirtd daemon should be started and accessible. The KVM host server’s File Daemon should have local,
network-mounted, or SAN access to where KVM images are stored. On the KVM host server, the following command
should list all local VMs:

# virsh list --all

Id Name State

1 gentoo running
2 centos paused

- debian shut off

If specification of a URI using the virsh -c parameter is required, the corresponding uri= parameter will also be needed
in the plugin command.

# virsh -c gemu:///system list --all

Id Name State

1 gentoo running
centos paused

- debian shut off

The install-kvm. sh script is designed to test the KVM setup of the hypervisor. The script should report an “OK”
at the end. If not, any problems reported need to be corrected, and the resulting output should be sent to the Bacula
Systems support team if you need assistance.
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# /opt/bacula/scripts/install-kvm.sh check
Enter the :term: libvirt® URI to connect libvirtd [qemu:///system]:

Trying to list VMs using virsh -r -c 'qemu:///system' list --all, it should not ask for.

—»a password.

Id Name

1 gentoo
2 centos
- debian

Did you have to enter a password to get the VM list? [y/N]: N

Enter the name of a guest that will be used to test the :term: KVM plugin requirements:

gentoo

Trying to mount gentoo filesystem as /tmp/bee-kvm-gentoo.2vsYz

Mount OK.

Attempting to list 10 files from gentoo root filesystem.
/tmp/bee-kvm-gentoo.
/tmp/bee-kvm-gentoo.
/tmp/bee-kvm-gentoo.
/tmp/bee-kvm-gentoo.
/tmp/bee-kvm-gentoo.
/tmp/bee-kvm-gentoo.
/tmp/bee-kvm-gentoo.
/tmp/bee-kvm-gentoo.
/tmp/bee-kvm-gentoo.
/tmp/bee-kvm-gentoo.

2vsYz/
2vsYz/bin
2vsYz/bin/bb
2vsYz/bin/dd
2vsYz/bin/cp
2vsYz/bin/df
2vsYz/bin/du
2vsYz/bin/ip
2vsYz/bin/In
2vsYz/bin/1s

Unmounting gentoo filesystem.
OK: All tests are good.

See also:

* Go to Director Configuration

* Go to Fileset Examples
Go back to the main KVM Configuration page.
Go back to the main KVM Plugin page.
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Director Configuration

KVM Plugin Options

Table 11: KVM Plugin Parameters

Option | De- Description
fault
uri The URI parameter specifies how to connect to the hypervisor.
The documentation page at http://libvirt.org/uri.html list the values supported.
host Virtual Machine to be backed up. It is possible to specify a list of
of hosts separated by a ;" (without spaces).
include Specify files or directories to backup. It is possible to specify
multiple include= parameters in the plugin command line. See <includeexclude>
exclude Specify files or directories to exclude. It is possible to specify
multiple exclude= parameters in the plugin command line. See <includeexclude>
host_prefix No Prefix all files with the virtual machine name (mandatory when doing
multiple virtual machine backup in the same job).
host_sep | , Specify a host separator used in the host parameter.
Example: host_sep=:, host=h1l:h2:h3
abort_on_ledNor Abort the job if an error is occurring during the job. By default, if a VM is not
accessible for example, the Job will end with JobStatus OK (T) and some JobErrors.
timeout | 300 Number of seconds used to run various commands or wait to connect KVM during
sec- during a backup (starting with Bacula Enterprise 12.6.1).
onds
unix_user Unix user used to execute KVM commands via sudo
(starting with Bacula Enterprise 12.6.1).

See also:
* Go back to File Daemon Configuration
* Go to Fileset Examples
Go back to the main KVM Configuration page.
Go back to the main KVM Plugin page.

Fileset Examples

The FileSet example below will backup all files from both the centos and gentoo virtual machines.

FileSet {
Name = FS_KVM
Include {
Options {
Signature = MD5
Compression = LZO
}
Plugin = "kvm: host=centos,gentoo"
}
}
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http://libvirt.org/uri.html

If a KVM FileSet contains multiple virtual machines, each file’s path in the Catalog will begin with the name of the
virtual machine as shown in the example listing below.

* list files jobid=100

o +
| filename
B T +
/centos/boot
/centos/boot/grub

/centos/boot/grub/menu.lst

/gentoo/etc/passwd
/gentoo/etc/group

|
|
|
|
|
|
|
| /gentoo/etc/hosts
|

If a KVM FileSet contains only one virtual machine, each file’s path will not be prefixed with the virtual machine’s
name, as shown below. This default behavior can be overridden by using the host_prefix KVM plugin parameter listed
in table KVM Plugin Options.

FileSet {
Name = FS_KVM_centos
Include {
Plugin = "kvm: host=centos"
}
}

* list files jobid=101

o +
| filename
- +
| ...

| /boot

|
|
| /boot/grub
| /boot/grub/menu.lst |

|

Including and Excluding Files

With the KVM Plugin, by default all files in the virtual machine are backed up and the FileSet’s Include and Exclude
directives are ignored.

FileSet {
Name = FS_KVM_broken
Include {
Plugin = "kvm: host=centos" # all files on centos VM will be backed up
File = /etc # will be ignored due to KVM plugin
File = /home # will be ignored due to KVM plugin
}

(continues on next page)
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(continued from previous page)

Exclude {
File = /tmp # will be ignored due to KVM plugin
}
}

Note: Selection rules defined in Options blocks are still applied.

If certain directories should be excluded from the virtual machine’s backup, the include and exclude plugin options
can be used. The FileSet example below will backup files under /etc and /home. Files below /home/tmp will be
explicitly excluded.

FileSet {
Name = FS_KVM_etc_home
Include {
Plugin = "kvm: host=centos include=/etc include=/home exclude=/home/tmp"
}
}

When the include plugin option is specified, the default behavior of backing up all files in the VM is overridden and
only directories specified by the include plugin options are backed up.

To manage exclude lists, it is also possible to use the Exclude Dir Containing FileSet directive. In the example below,
all files and directories on the virtual machine named “centos” will be backed up except for directories containing a file
named .excludeme

FileSet {
Name = FS_KVM_centos
Include {
Options {
Signature = MD5
}
Exclude Dir Containing = ".excludeme"
Plugin = "kvm: host=centos"
}
3

If more complex Include or Exclude capabilities are required, it may be useful to consider installing a Bacula File
Daemon inside the virtual machine instead of using the KVM Plugin.

See also:

¢ Go back to Director Configuration

* Go back to File Daemon Configuration
Go back to the main KVM Configuration page.
Go back to the main KVM Plugin page.
See also:

* Go back to KVM Scope

* Go back to KVM Features

* Go back to KVM Installation
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4 Configure KVM Plugin

lg Configuration:
Host: centos

af '

| urI: gemu/fisystem

io

'S fetc

ild Include List: fhome

fhomedtmp

Exclude List:

Host Separator:

Abort on Error:

@ Prev  op Add

L=

Fig. 14: KVM Configuration
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* Go to KVM Operations
* Go to KVM Limitations
Go back to the main KVM Plugin page.

Go back to the main Dedicated Backup Solution page.

Operations

This article describes details regarding backup and restore with Bacula Enterprise KVM Plugin.

Backup
Common Approaches

To prevent data loss and facilitate system recovery in case the VM is compromised, it is crucial to back up KVM. A
common backup strategy is to use a custom script like perl or something else. This type of script can be flexible and
can be configured to suit the setup and backup needs of the VM. This process generally involves identifying the VM
and for each VM, taking a snapshot of the disks. The snapshot is then dumped on a remote server or a backup storage.

Some scripts may require temporary suspension of the VM'’s operations. A risk to using scripts is that, while it is easy
to access and execute, it can also open up VMs to security vulnerabilities.

Another way to use the snapshot tool is to install all the necessary components on the VM and use this as a base snapshot
when it is time to restore.

A backup software may be installed on each VM. The backup process itself can affect the performance of the VM on
the server.

This module removes the need to have a client installed in each VM. The module works at the Hypervisor Level, in the
same way as Bacula’s XEN and PROXMOX modules. The module is a fully integrated, agentless technology.

To back up, the user simply defines a file set.

However, in the instance of needing to restore a file to a running VM, the user would need to have a Bacula Enterprise
client installed.

Backup with Bacula Enterprise

Bacula Enterprise enables easy backup and restoration of KVMs at a file level. There is no software installation and
scripting required for individual clients. Bacula Enterprise’s high level of granularity allows users a high level of control
over the data they need to (or don’t need to) backup and recover. Auto-detection capabilities also enable automatic VM
discovery, which means there is no need to define which VM to backup after initial configuration.

With Bacula Enterprise, it is possible to conduct KVM backup whether the VM is running, paused or shut off. Backing
up VMs is a resource-intensive process that can reduce resource allocation to the OS, application files, user data and
settings, and consequently, affect the performance of the VM. Bacula’s backup tool enables KVM backup without
service interruption and data consistency.

Snapshot backup is also available. When this is combined with Bacula Systems’ Global Endpoint Deduplication engine
and comm-line compression, users can save storage and reduce use of network bandwidth.

See also:

¢ Go to KVM Restore

Copyright © 2024 Bacula Systems. All trademarks are the property of their respective owners. 220



Go back to the main Operations page.

Go back to the main KVM Plugin page.

Restore

Virtual machines are backed up at the file level. To restore a set of files to a virtual machine, a Bacula File Daemon
must be installed inside the virtual machine. It is also possible to restore files to a different Bacula client and copy the
files to the intended virtual machine afterward.

To restore a file, simply use the bconsole restore command, select the backup Job and run a traditional restore Job.

The simplicity of this module can be of great benefit to a System Administrator. Imagine a scenario where we have a
“hacked” server that is sending DDOS to the network, and the Sys Admin needs a file from it. She does not want to put
her organization’s network in danger or at risk by starting a VM to restore a file. Instead, she only selects the specific
file to restore, without the need to restore the full VM.

Restoring to a Different Bacula Client

It is also possible to restore files to a different Bacula client and copy the files to the intended virtual machine afterward.
Some of the advantages of being able to restore a single VM guest file instead the whole VM are:

» Saves Time, Network Bandwidth, and Hard Disk Space
 Security
¢ Facilitates the Restore Workflow

* Removes the need to stop or start a new virtual machine

Single File Restore

Single File Restore is possible with all VM guests where the “libguestfs” library is compatible. KVM and Bacula’s
KVM module use the library to access the guest’s file system.

Restoring with BWeb

The images below demonstrate the sequence to recover KVM with Bacula’s BWeb GUI interface
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cula Enterprise  clients Storages  Statistics

@ Client Selection - ((f) Restore Point Selection - [(f) Files Selection - (4 | Restore Options
Client: po-kvm-server-fd Backup Selected: Kvm Backup Restors Time Point: 2019-12-23 17:47:00

Step 1 Step 2
Select a Client. Select backup to restore.
Backup po-kvm-sery > + Advanced Filters
Client: .
From Date: To Date: sap: |8ll jobs
@, Apply Filler () 1nciude Jobs in Error
Jobld Start Timea. End Time FlleSet  Jot
15 2019-12-23 17:40:25 2019-12-23 17:47:00 KVM  Kvm

() Client Selection - () Restore Point Selection - () Files Selection - |4  Restore Options
Client: po-kvm-server-fd Backup Selected: Kvm Backup Restore Time Point: 2019-12-23 17:47:00

Step 2 Step 3

Select backup to restore. To restore file:
Restore Select

¥ Advanced Filters

Backup Conten

From Date o Date: Jop: |8l jobs i Limi: | 300 Jopta: | 15
Path
@, Apply Filter () nciuds Jobs in Error
Search..
nomey
Jobld Start Timea End Time FileSet Job Name Level Job Files Job Status Select
15 2019-12-23 17:40:25 2019-12-23 17:47:00 KVM  Kvm Backup F 30,618 [~] ®

media/
mnt/
opt/
prog/
roat/
run/
srv/
sysf
tmp/
usr/
var/
2 bin

Limit: | 0

options w
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acula Enterprise Storages  Statistic: Configuration

(3 Client Selection - ((f) Restore Point Selection - (%) Files Selection - |4  Restore Options
Client: po-kvm-server-fa Backup Selected: Kvm Backup Restore Time Point: 2018-12-23 17:47:00

Step 3 Version Browser S
To restore files and directories, drag and drop the selection o Here jt is possible to choose between all versions of the S
Restore Selection Area. current selected file, drag and drop selected version to the

Restore Selection Area.
Backup Content

InChanger Volume  Size Date Checksum
Path:
! @
Name Size Date
Home/ 08 2019-12°23 1638140 &
media/ 68 2018-04-11 06:59:55
mnt/ 68 2018-04-11 06:59:55
opt/ 685 2018-04-11 06:59:55
proc/ 68 2019-12-23 16:29:30 g Restore Selection Area
root/ P 2019-12-23 16:a40:04| | It is possible to drop files and directories here from the Backup
ntent list or from th ion Bre r i 3
o . 2019-12-23 16:29:40 || CONtENt list or from the Version Browser list above
Name Jobid Size Date Action
srv/ 68 2018-04-11 06:59:55 X
Jetc/ 15 B.OKIB 2018-12-23 17:20:13
sys/ 68 2019-12-23 16:29:40
Jusr} 15 1558 2019-12-23 16:30:01f
tmp/ 2118 2019-12-23 17:29:41
usr/ 1558 2019-12-23 16:30:01
var/ 2678 2019-12-23 17:29:07
& bin 78 2019-12-23 16:30:01
Uit | - 500 Search in elements... @
» Clear Selection Ar Files Selection
options w

() Client Selection - () Restore Point Selection - ({§) Files Selection -~ (4  Restore Options
Client: po-kvm-server-fd Backup Selected: Kvm Backup Restore Time Point: 2019-12-23 17:47:00

Step 4
Select advanced options for restore and plugins
‘Rgslum Opmm.{ P\dvdncad Opllcns” kvm
Restore Options
Restore Client: po-kvm-server-fd ~
Where mp/bacula-restores
Replace: Never .
Comment:
Media Needed
InChanger Enabled Volume

(2 e compute mecta neede to restore (the acton can take some t

€03 Cancel  Q: RunRestore
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Bacula Enterprise Clients  Jobs  Modia  Storages  Statistics  Configuration  Help

@ Running job RestoreFiles.2019-12-23_17.49.15_10 on po-kvm-server-fd v o

Job Name: RestoreFiles.2019-12-23_17.49.15_10 (16)

Processing File: tores/usr/bin/vi

32,465,306

Job Report: RestoreFiles on po-kvm-server-fd (16) v o

Set Order

See also:

* Go back to KVM Backup
Go back to the main Operations page.
Go back to the main KVM Plugin page.
See also:

* Go back to KVM Scope

* Go back to KVM Features

* Go back to KVM Installation

* Go back to KVM Configuration

* Go to KVM Limitations
Go back to the main KVM Plugin page.

Go back to the main Dedicated Backup Solution page.

Limitations

* When performing backup at the KVM domain controller (hypervisor) level, some Bacula features such as client
RunScripts will not execute commands at the guest level. Dumping a MySQL database on a guest VM before the
backup will require the use of custom scripts, using SSH for example or simply make us of the Bacula Enterprise
MySQL Plugin. The same can be applied to any application running on the VM with any Bacula Enterprise
plugin.

* Virtualization tools (qgemu-ga) must be installed on the guest, and you may have to configure the guest to quiesce
the file system properly during the snapshot phase.

* Virtual machines cannot be restored in a bare metal recovery way using the KVM Plugin.

* CD ROMS must be disconnected from VMs before attempting backup with the KVM Plugin. Else, the system
might report the error “guestmount: multi-boot operating systems are not supported”.

* The KVM Plugin uses snapshots while backing up guest VMs. During a snapshot, blocks modified by the guest
VM need to be copied in temporary space, the space required depends on the guest disk activity. By default the
space is allocated under /var/tmp.

See also:

Copyright © 2024 Bacula Systems. All trademarks are the property of their respective owners. 224



Go back to KVM Scope

Go back to KVM Features

Go back to KVM Installation
Go back to KVM Configuration
Go back to KVM Operations

Go back to the main KVM Plugin page.

Go back to the main Dedicated Backup Solution page.

Go back to the main Dedicated Backup Solutions page.

Nutanix-Acropolis HyperVisor (Nutanix-AHV) Plugin

Important: Remember to read the Best Practices chapter common for all of our hypervisor plugins.

This document aims at presenting the reader with information about the Bacula Enterprise Nutanix-AHV Plugin.
The document briefly describes the target technology of the plugin, defines the scope of its operations, and presents its
main features.

Features

Bacula Enterprise is an especially secure and reliable backup and recovery software that is compatible with more
databases and hypervisor types than almost any other solution available today. One example is the way it seamlessly
integrates with Nutanix AHV to offer an especially powerful backup and recovery solution - even for extremely de-
manding environments. Nutanix AHV itself is a powerful, Linux KVM based hypervisor, designed in order to make
managing computer infrastructure easier. Bacula’s Nutanix module is designed to simplify and make efficient the
backup and restore procedure of Nutanix VMs.

Snapshot-based online backup of any guest VM.

Full, Incremental and Differential block level image backup.

Backups are consistent at image, disk and host configuration level.
Ability to restore complete virtual machine image.

Ability to recover and configure virtual machine network at restore time.
Ability to restore the data also in raw format over a different filesystem.
Precise inclusion/exclusion mechanism to control the backup target.
Automatic backup configuration through hypervisor VMs scan routines.
Automatic snapshot cleanup processes.

Compatibility with Deduplication techniques.

Send backup data to local disk, network disk, block storage, tape or cloud.

See also:

Go to:
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* Nutanix-AHV Configuration

* Nutanix-AHV Operations

* Nutanix-AHV Troubleshooting
* Nutanix-AHV Limitations

Go back to the main Nutanix-AHV Plugin page.

Backup and Restore Strategies

This article presents information regarding backup and restore strategies of the Nutanix-AHV Plugin.

Installing Bacula Client on Each Guest

This strategy works by installing a Bacula Enterprise File Daemon on every virtual machine as if they were normal
physical clients. In order to optimize the I/O usage on the Nutanix-AHV hypervisor, the user will use Bacula’s Sched-
ules, Priorities, and Maximum Concurrent Jobs to spread backup jobs over the backup window. Since all VMs could
use the same storage on the Nutanix-AHV hypervisor, running all backup jobs at the same time could create a bottleneck
on the disk/network subsystem since Bacula will walk through all filesystems to open/read/close/stat files.

Installing a Bacula Enterprise File Daemon on each virtual machine permits to manage virtual servers like physical
servers and also to use all Bacula Enterprise’s features such as:

¢ Quick restores of individual files

¢ Checksum of individual files for Virus and Spyware detection
* Verify Jobs

* File/Directory exclusion (such as swap or temporary files)

* File level compression

* Accurate backups.

Image Backup With Nutanix-AHV Plugin

With the image backup level strategy, the Bacula Enterprise Nutanix-AHV Plugin will save the Client disks at the raw
level, in the Nutanix-AHV context.

Bacula’s Nutanix-AHV Plugin will query the guest VM through the hypervisor API to read and save the content of
virtual machines disks using snapshots and the native Nutanix Filesystem (NDFS). During backups, Nutanix-AHV
Plugin will save the integrity of disks images and also guest VM configurations to allow guest VM restores with their
original parameters.

All those operations are handled by an additional proxy VM which is described in the next section.

Copyright © 2024 Bacula Systems. All trademarks are the property of their respective owners. 226



Proxy Virtual Machine

To handle backup and restore operations in the Nutanix-AHV environment a proxy VM needs to be set up. This
specific virtual machine handles most of the operations (snapshot management, IO, ,...) during backup and restore.
These operations will be discussed in more detail in the next sections.

The proxy VM must have the following characteristics:
* Linux based operating system

* Bacula File Daemon installed (bacula-enterprise-client package) and running, configured as a Client Resource
on the Bacula Director

* Nutanix-AHYV Plugin (bacula-enterprise-nutanix-ahv-plugin package) installed
* Network access to the Nutanix-AHV REST APL

While there is theoretically no restriction for the type of Linux OS and the number of cores, during development and
testing an Ubuntu LTS VM with four cores was used as a proxy VM.

Ingestion

The ingestion of a single virtual disk is a specific protocol which takes the following steps:
* From guest VM snapshot find NDFES paths of all modified disks.
 Use said NDFS path to list changed regions on the disk either from its base state or from a previous snapshot.
* Use said NDFS path again to hotplug a copy of the disk onto the proxy VM.
* Export the list of changed regions and raw disk image data to a Bacula Storage Daemon
* Unplug relevant disk from proxy VM

Backups can be performed for a guest VM in any power state (running or halted). For proper execution of Incremental or
Differential backups it is required by the Nutanix-AHV plugin to store previous snapshots in order to compute changed
block information.

Snapshots created by the Nutanix-AHV plugin are identified by JobID and the UUID of the guest VM. The plugin
keeps track of dependencies between jobs and their respective snapshots to automatically delete snapshots that are no
more relevant.

The backup will create the following backup files for each guest VM:
* A single empty file to match a guest VM name to its UUID /@nutanix-ahv/<vmUuid>_<vmName>.name
* A single configuration metadata file: /@nutanix-ahv/<vmUuid>/conf.<epoch>.conf
A list of data regions for each virtual disk: /@nutanix-ahv/<vmUuid>/<diskUuid>.<epoch>.bmp
* A list of zeroed regions for each virtual disk: /@nutanix-ahv/<vmUuid>/<diskUuid>.<epoch>.abmp
* A raw data file for each virtual disk: /@nutanix-ahv/<vmUuid>/<diskUuid>.<epoch>.bvmdk

At restore time the user can identify the guest VM using the UUID to mark the corresponding files:

e
e +

| filename o
— |

o
R T T +

(continues on next page)
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(continued from previous page)

| /@nutanix-ahv/690d74£f9-9ce4-45fb-9b23-149afebel8£f7_VmName.name o
o |

| /@utanix-ahv/690d74f9-9ce4-45fb-9b23-149afebel8£f7/conf.1646137248688.conf o
- I

| /@nutanix-ahv/690d74£f9-9ce4-45fb-9b23-149afebel8f7/eef9d485-dba3-4e3f-b828-
—46a8c3412bec.1646137267248.bmp |

| /@nutanix-ahv/690d74£f9-9ce4-45fb-9b23-149afebel8f7/eef9d485-dba3-4e3f-b828-
—»46a8c3412bec.1646137267248.abmp |

| /@uutanix-ahv/690d74f9-9ce4-45fb-9b23-149afebel8f7/eef9d485-dba3-4e3f-b828-
—46a8c3412bec.1646137267262.bvmdk |

Network Restore

The Nutanix-AHV plugin restores network interfaces. The user can influence the process using the two restore plugin
parameters disconnect_network and network_address.

When attaching a new network interface to a guest VM the API alters the creation based on three factors:
¢ Is the NIC connected to the network?
* Does the NIC requests an ip address?
* If the NIC requests an ip address does it requires a specific one?

By default the Nutanix-AHV plugin does the following:

¢ It uses the disconnect_network argument to know whether to disconnect the NIC or not. The default value is
false

e If the original guest VM had an ip address, the restored guest VM will request one
* If specified with the network_address plugin parameter, it asks for the relevant static address

If this default execution fails, the Nutanix-AHV plugin will try again with a disconnected NIC.

Note: The Nutanix-AHYV plugin allows the request of static IP addresses only on a managed network.

See also:
Go back to:

e Nutanix-AHV Features

* Nutanix-AHV Backup and Restore Strategies
Go to:

* Nutanix-AHV Configuration

* Nutanix-AHV Operations

* Nutanix-AHV Troubleshooting

* Nutanix-AHV Limitations

Go back to the main Nutanix-AHV Plugin page.
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Installation

To use the Nutanix-AHV Plugin, a Bacula File Daemon has to be installed on a VM running in the Nutanix-AHV
environment. This VM is referred to as a proxy VM throughout this document. The proxy VM needs to have network
access to the Nutanix API. The default network adapter should suffice.

Since all backup interactions are network based, any Bacula Enterprise File Daemon with access to the necessary
Nutanix endpoints can be used to run the plugin.

Nutanix-AHV Installation with BIM

In order to install the Nutanix-AHV Plugin with BIM, install the File Daemon with BIM and choose to install the
Nutanix-AHV Plugin during the FD installation.

Click here for more details on the plugin installation process with BIM.

See also:

See an alternative way of installing the Nutanix-AHV Plugin - Nutanix-AHV Installation with Package Manager.
Go back to the main Nutanix-AHV Plugin Installation page.

Go back to the main Nutanix-AHV Plugin page.

Nutanix-AHV Installation with Package Manager
Prerequisites

The Plugin Directory directive of the File Daemon resource in /opt/bacula/etc/bacula-fd.conf should point to the
location where the nutanix-ahv-£fd. so plugin is installed. The default directory is: /opt/bacula/plugins

FileDaemon {
Name = bacula-fd
Plugin Directory = /opt/bacula/plugins

Installation Steps

An example for a Debian based Linux package manager would be a configuration file /etc/apt/sources.list.d/
bacula.list with the following content.

# Bacula Enterprise

deb https://www.baculasystems.com/dl/@cust@/debs/bin/@version@/bionic-64/ bionic main
deb https://www.baculasystems.com/dl/@cust@/debs/nutanix/@version@/bionic-64/ bionic.
—nutanix

Use apt-get update to update the package cache. After that the Plugin can be installed using apt-get install
bacula-enterprise-nutanix-ahv-plugin

See also:
See an alternative way of installing the Nutanix-AHV Plugin - Nutanix-AHV Installation with BIM .

See also:
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* Go back to Nutanix-AHV Features
* Go back to Nutanix-AHV Backup and Restore Strategies
* Go to Nutanix-AHV Configuration
* Go to Nutanix-AHV Operations
* Go to Nutanix-AHV Troubleshooting
* Go to Nutanix-AHV Limitations
Go back to the main Nutanix-AHV Plugin page.
See also:
Go back to:
* Nutanix-AHV Features
Go to:
* Nutanix-AHV Installation
* Nutanix-AHV Configuration
* Nutanix-AHV Operations
* Nutanix-AHV Troubleshooting
* Nutanix-AHV Limitations

Go back to the main Nutanix-AHV Plugin page.

Configuration

The following article presents the configuration of the Nutanix-AHV Plugin.

The plugin is configured using Plugin Parameters defined in the “Include” section of a FileSet resource (Bacula
Director configuration).

General Parameters

The following Nutanix-AHV Plugin parameters impact any type of Job (Backup, Restore, Query).

abort_on_error[= <0 or 1>] Specifies whether or not the plugin should abort its execution if a fatal error happens
during backup or restore. This parameter is optional. The default value is 0.

user=<String> Specifies the user name used to access Nutanix-AHV APIL.

password=<String> Specifies the password used to access the Nutanix-AHV API. This parameter is optional and
the password can be stored in a passfile as host:user = password tuple. An example of such a tuple would be
10.0.1.1:admin = password. The passfile can be either at /opt/bacula/snapmgr.conf or at /opt/bacula/
etc/snapmgr.conf. A snapmgr.conf file may have more than one tuple in it in the case that a Bacula FD is backing
up more than one Nutanix environment.

host=<String> Specifies the location of the Nutanix-AHV APIL

port=<Number> Specifies the port to access the Nutanix-AHV API located at host. This parameter is optional and if
not specified its default value is 9440.

proxy_vm=<String> The name of the proxy VM used to run the Bacula File Daemon with the Nutanix-AHV plugin.
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working_dir=<String> Location of the working directory. This parameter is optional and if not specified its default
value is /opt/bacula/working.

debug=[0,9] Specifies the level of debug with 8 being no debug and 9 being the highest level of debug. Warnings and
errors are always sent to the joblog and if any debug level is set those messages are sent to the debug file as well. For the
Nutanix-AHV plugin 1 displays debug level message, 2 displays trace level message. Any value higher than 2 displays
additional information about external libraries that handle those values on their own. This parameter is optional. The
default value is ®

See also:
Go to:
* Backup Parameters
* Restore Parameters
e Fileset Examples
* bconsoleQueryCommands
Go back to the main Nutanix-AHV Configuration page.

Go back to the main Nutanix-AHV page.

Backup Parameters

Important: Remember to read the Best Practices chapter common for all of our hypervisor plugins.

include=<Java Regexp> Specifies a list of guest VM names to backup.
exclude=<Java Regexp> Specifies a list of guest VM names to not backup.
vm=<guest VM name> Specifies the name of a single guest VM to backup.

application_consistent=<trueltry|false> Specifies if the snapshot taken during backup should be application consis-
tent true, crash consistent false or try application consistent first and fallback onto crash consistent if it fails try.
This parameter is optional and its default value is try.

dat_file=<String> Specifies the name of the .dat file used to keep track of dependencies between snapshot. This
argument is optional and if not spcified its default value is nutanixAhv.dat

The use of regular expressions in the parameters include= and exclude= must be a Java compatible regular expres-
sion.

In order to be backed up the guest VM must match the include=. .. predicate and not match the exclude=.... A
guest VM that matches the vm=. . . will be backed up regardless of the include/exclude specifications.

By default all guest VMs match the include predicate and not the exclude. Therefore, if none of the parameters vm=. . .,
include=. .. and exclude=. .. are provided, all available guest VMs hosted on the Nutanix-AHV hypervisor will
be backed up.

On the other hand if the parameter vm=. . . is specified all guest VM will no longer match the include predicate. This
means that if only vm=. . . parameter is specified no other guest VM will be backed up.

See FileSet Examples for examples of include/exclude/vm setups.
See also:
Go back to:

e General Parameters
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Go to:
* Restore Parameters
e Fileset Examples
* bconsoleQueryCommands
Go back to the main Nutanix-AHV Configuration page.

Go back to the main Nutanix-AHV page.

Restore Parameters

disconnect_network[= <0 or 1>] Specifies whether restored network interfaces need to be disconnected from their
network. Default value is O (false)

network_address=<String> Specified when a network interface should request a static IP address at restore. This
argument is a single string of name:ip_address tuples. See the FileSet examples.

new_hostname=<String> Specified when a guest VM should be restored with a specific name.

where=<String> If this parameter is set, then the disks will be restored locally at the parameter value location. Each
disk will be restored as <where>/<uuid>.disk file.

During restore the Nutanix-AHV plugin uses the generic plugin parameters to access the Nutanix-AHV API. The
parameters may be modified if necessary at restore time.

A restore job can only restore one guest VM at a time. To select the relevant VM the user should interact with Bacula
bconsole and mark all files in the guest VM folder identified by its UUID.

cwd is: /

$ 1s

$ @nutanix-ahv/

$ cd @nutanix-ahv

cwd is: /@nutanix-ahv/

$ 1s

$ 690d74£9-9ce4-45fb-9b23-149afebel8f7/

$ cd 690d74f9-9ce4-45fb-9b23-149afebel8£f7/

cwd is: /@nutanix-ahv/690d74f9-9ce4-45fb-9b23-149afebel8f7/
$ 1s
690d74£9-9ced-45fb-9b23-149afebel18£7.1646238530898.conf
eef9d485-dba3-4e3f-b828-46a8c3412bec.1646238549482 . abmp
eef9d485-dba3-4e3f-b828-46a8c3412bec. 1646238549482 .bmp
eef9d485-dba3-4e3f-b828-46a8c3412bec.1646238549493.bvmdk
$cd ..

cwd is: /@nutanix-ahv/

$ mark 690d74£f9-9ce4-45fb-9b23-149afebel8£7/*

4 files marked.

$ done

See also:

Go back to:
e General Parameters
* Backup Parameters

Go to:
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¢ Fileset Examples
* bconsoleQueryCommands
Go back to the main Nutanix-AHV Configuration page.

Go back to the main Nutanix-AHV page.

Fileset Examples

In the example below, a single guest VM with a name of “VM1” will be backed up.

FileSet {
Name= Nutanix_single
Include {
Plugin="nutanix-ahv: user=root host=1.2.3.4 proxy_vm=proxyVM vm=VM1

}

In the example below, all guest VMs which have prod in their name will be backed up.

FileSet {
Name= Nutanix_prod
Include {
Plugin="nutanix-ahv: user=root host=1.2.3.4 proxy_vm=proxyVM include=(.*)prod(.*)

In the example below, all guest VMs which have prod in their name but do not start with test will be backed up.

FileSet {
Name= Nutanix_no_test
Include {
Plugin="nutanix-ahv: user=root host=1.2.3.4 proxy_vm=proxyVM include=(.*)prod(.
—*) exclude=Atest(.*)"

}

In the example below, all prod VMs will be backed up. All test VMs will be ignored except for a VM named
exception.test

FileSet {
Name= Nutanix_prod_no_test_except
Include {
Plugin="nutanix-ahv: user=root host=1.2.3.4 proxy_vm=proxyVM include=(.*)prod(.
—*) exclude=(.*)test(.*) vm=exception.test"
}
}

In the example below, at restore time the selected guest VM will have its network interfaces disconnected and the
network interface linked to net1 will request the 10.0.110. 11 ip address.

FileSet {
Name= Nutanix_disconnect

(continues on next page)
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(continued from previous page)

Include {
Plugin="nutanix-ahv: user=root host=1.2.3.4 proxy_vm=proxyVM disconnect_network.
—network_address=net1:10.0.110.11"
}

Note: There are different ways to use disconnect_network and abort_on_error: <parameter>=1 is strictly
equal to the presence of <parameter> inside the plugin line. In the same spirit the absence of such parameter in the
plugin line is equivalent to <parameter>=0.

In the example below, at restore time the selected guest VM will have its network interface connected to netl
request the ip 10.0.110.11 and the network interface net2 request the address 127.0.0.11. Note that the
disconnect_network network_address must be present in the FileSet resource at the backup time to benefit from
it at restore time.

FileSet {
Name= Nutanix_net
Include {
Plugin="nutanix-ahv: user=root host=1.2.3.4 proxy_vm=proxyVM network_
—address=net1:10.0.110.11,net2:127.0.0.11"
}
}

See also:
Go back to:
» General Parameters
* Backup Parameters
* Restore Parameters
Go to:
* bconsoleQueryCommands
Go back to the main Nutanix-AHV Configuration page.

Go back to the main Nutanix-AHV page.

bconsole Query Commands

The Bacula Enterprise Nutanix-AHV Plugin supports also the query parameter. Bacula queries the Nutanix-AHV API
and receives answers in the form of key=value. The Nutanix-AHV Plugin supports three query parameters. When
none of them is specified, the message: Query not recognized possible value = {CONNECTION, MACHINES,
NETWORK} is displayed.
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Connection

This query sends a REST API request to check whether the current plugin parameters allow connections to the Nutanix-
AHYV server. The example below shows the execution of a correctly formatted CONNECTION query and response.

When the query parameter is CONNECTION, the returned value will be either OK or NOK, indicating whether the connec-
tion was successful or not.

.query plugin="nutanix-ahv: user=admin host=1.2.3.4" client=client-£fd.
—parameter=CONNECTION

info=Query

CONNECTION=0K

VM

This query sends a REST API request that lists all available guest VMs. This query displays one key=value per virtual
machine where key is VM and value is the name of the virtual machine.

The example below shows the execution of a correctly formatted VM query that finds three different guest VMs.

.query plugin="nutanix-ahv: user=admin host=1.2.3.4" client=client-fd parameter=VM
info=Query
VM=Virtuall
VM=Virtual2
VM=Virtual3

Network

This query sends a REST API request that lists all available networks. This query displays one key=value tuple per
network available where key is NETWORK and value is the network’s name.

The example below show values output by a correctly formatted NETWORK query that finds two networks.

.query plugin="nutanix-ahv: user=admin host=1.2.3.4" client=backuparnaud-fd.
—parameter=NETWORK

info=Query

NETWORK=Managed

NETWORK=Vlan-Nutanix

See also:
Go back to:
* General Parameters
* Backup Parameters
* Restore Parameters
¢ Fileset Examples
Go back to the main Nutanix-AHV Configuration page.

Go back to the main Nutanix-AHV page.
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See also:
Go back to:
* Nutanix-AHV Features
* Nutanix-AHV Backup and Restore Strategies
* Nutanix-AHV Installation
Go to
* Nutanix-AHV Operations
* Nutanix-AHV Troubleshooting
* Nutanix-AHV Limitations

Go back to the main Nutanix-AHV Plugin page.

Operations

The following article describes details regarding backup, ingestion, restore and network restore with Bacula Enterprise

Nutanix-AHV Plugin.

Note: The Nutanix-AHYV plugin allows the request of static IP addresses only on a managed network.

Backup

The backup of a single guest VM takes the following steps:
 Take a snapshot of the guest VM through a hidden Nutanix API endpoint.
» Export guest VM metadata configuration for future restore.
» Backup every disks on the guest VM by ingestion on proxy VM.
* Add new a snapshot to the tracker and look for snapshots to delete.
See also:
Go to:
* Restore
e Interactive Snapshot Deletion
Go back to the main Operations page.

Go back to the main Nutanix-AHV page.
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Restore

The Nutanix-AHV plugin restores data as a new guest VM.

The restore is analog to the backup process and goes through the following steps for each successive snapshot of the
guest VM to be restored.

* Receive configuration metadata file.
* Receive two lists: one for the changed regions and another for zeroed regions.
¢ Receive the raw disk data file(s).
* Add a new virtual disk on the SCSI bus of the proxy VM (hotadd).
» Write all data regions back onto the disk(s).
* Once all disks have been restored create a new guest VM from the metadata configuration file
* Detach all restored disks from the proxy VM.
* Move all restored disks from proxy VM to the freshly restored guest VM.
See also:
Go back to:
* Backup
Go to:
* [Interactive Snapshot Deletion
Go back to the main Operations page.

Go back to the main Nutanix-AHV page.

Interactive Snapshot Deletion

The Bacula Enterprise Nutanix-AHV Plugin backend comes with an additional feature to manually keep track of snap-
shots, which is a simple command line tool located in /opt/bacula/bin. To launch the CLI the user just needs to
execute the backend script wih an additional delete parameter. The script asks the user for their username and the
Nutanix-AHV host. The password will be read from the snapmgr. conf file.

The example below shows a regular execution of the interactive snapshot deletion feature.

root@ackupvm:~# /opt/bacula/bin/nutanix_ahv_backend delete

Enter credential USER=

admin

Enter credential HOST=

10.0.100.90

Do you want to treat virtual machine
VM_NAME=TestTest
VM_UUID=e95339ab-al5a-472e-977a-961e7£5440b1l

[yles / [n]o

y

Start interactive delete for UUID=e95339ab-al5a-472e-977a-961e7£5440bl

Snapshots detected= 11

Do you want to delete snapshot n°1
UUID=0929948b-04ee-4df7-b7d2-1b451be9%ad06

(continues on next page)
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(continued from previous page)

SNAPSHOT_NAME=NutanixAhv.2022-02-15_11.07.41_09
[yles / [n]o

See also:
Go back to:
* Backup
* Restore
Go back to the main Operations page.
Go back to the main Nutanix-AHV page.
See also:
Go back to:
* Nutanix-AHV Features
* Nutanix-AHV Backup and Restore Strategies
* Nutanix-AHV Installation
* Nutanix-AHV Configuration
Go to:
* Nutanix-AHV Troubleshooting
* Nutanix-AHV Limitations

Go back to the main Nutanix-AHV Plugin page.

Troubleshooting

This article presents troubleshooting for the Nutanix-AHV Plugin.

If the proxy VM boots to an initramfs shell after a failed backup/restore it is probably due to the fact that some of the
disks that were mounted on the proxy VM are still attached.

To solve this issue the user has to manually remove the supernumerary disks manually through the PRISM console.

Another way to remove the disk is to issue REST API commands. A simple bash script like the following example will
do the trick:

Note: This script is pretty aggressive and will remove all disks from index 1 to 10 without asking anything. It should
be used carefully and adapted if the initial proxy VM configuration has more than one disk on the SCSI bus.

for i in {1..10}
do

curl -k -X POST --header 'Content-Type: application/json' --header 'Accept: application/
—~json' -d '{
"uuid": "$proxyVmUuid",
"vm_disks": [
{
"disk_address": {

(continues on next page)
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"device_bus": "SCSI",
"device_index": '$i'
1,
"is_cdrom": false
}

]
}' 'https://$HOST: $PORT/PrismGateway/services/rest/v2.0/vms/$proxyVmuUID/disks/detach' -
—u "$USER:$PASSWORD'

done

The script will try to unmount all disks from index 1 up to 10. Index O is skipped since the proxy VM first disk is the
one containing the VM data.

See also:
Go back to:
* Nutanix-AHV Features
* Nutanix-AHV Backup and Restore Strategies
* Nutanix-AHV Installation
* Nutanix-AHV Configuration
* Nutanix-AHV Operations
Go to:
* Nutanix-AHV Limitations

Go back to the main Nutanix-AHV Plugin page.

Limitations

This article presents limitations of the Nutanix-AHV Plugin.

* The proxy VM must be a VM in the Nutanix-AHV environment running a Linux distribution for the plugin to
work.

¢ Disks located on the IDE bus cannot be backed up. Disk tray on the other hand will be backed up.
* Content mounted on a virtual disk tray will not be restored.

* Only one VM may be restored at a time. If a backup job contains more than one VM, then each VM will need
to be restored separately.

e Virtual full jobs are not supported.
See also:
Go back to:
* Nutanix-AHV Features
* Nutanix-AHV Backup and Restore Strategies
* Nutanix-AHV Installation
* Nutanix-AHV Configuration
* Nutanix-AHV Operations
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* Nutanix-AHV Troubleshooting
Go back to the main Nutanix-AHV Plugin page.

Go back to the main Dedicated Backup Solutions page.

Proxmox Plugin

Important: Remember to read the Best Practices chapter common for all of our hypervisor plugins.

This document aims at presenting the reader with information about the Bacula Enterprise Proxmox Plugin. The
document briefly describes the target technology of the plugin, defines the scope of its operations, and presents its
main features, including clusters.

Scope

The Proxmox Plugin was originally introduced with Bacula Enterprise version 10.0.
Proxmox VE 7.x and earlier versions are tested and supported.
See also:

* Go to Proxmox Features

* Go to Proxmox Installation

* Go to Proxmox Configuration

e Go to Proxmox Operations

* Go to Proxmox Backup and Restore Strategies

* Go to Proxmox Troubleshooting

* Go to Proxmox Limitations
Go back to the main Proxmox Plugin page.

Go back to the main Dedicated Backup Solutions page.

Features

In order to deliver high quality solutions with reduced total cost of ownership, Bacula Enterprise represents the oppor-
tunity to do exactly this, by offering a particularly broad range of features. Its two Proxmox modules are just some of
these many features.

Bacula has two different plugins for Proxmox. The first is a Proxmox module where FULL backups are supported, and
both virtual machines and LXC containers can be backed up very efficiently. The second is a QEMU module, where
FULL and INCREMENTAL backups of QEMU virtual machines are supported. DIFFERENTIAL backups are not
supported yet. This module does not backup LXC containers.

Both modules provide fast, effective virtual machine bare metal recovery including QEMU and LXC guests.
Detailed list of features of the Proxmox module:
* Snapshot-based online backup of any guest VM including QEMU and LXC guests

* Full image-level backup
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* Ability to restore complete virtual machine image

* Ability to restore QEMU VM archive (.vma) to an alternate directory

* Ability to restore LXC VM archive (.tar) and configuration to an alternate directory

* Ability to scan a Proxmox cluster to automatically create a backup configuration for each virtual machine
See also:

* Go back to Proxmox Scope

* Go to Proxmox Installation

* Go to Proxmox Configuration

* Go to Proxmox Operations

* Go to Proxmox Backup and Restore Strategies

* Go to Proxmox Troubleshooting

* Go to Proxmox Limitations
Go back to the main Proxmox Plugin page.

Go back to the main Dedicated Backup Solutions page.

Backup and Restore Strategies
Image Backup

With the image backup level strategy, the Bacula Enterprise Proxmox Plugin will save the Client disks as raw images
for QEMU VMs and as a tar archives for LXC VMs, in the Proxmox context.

For this to work, it is not needed a Bacula File Daemon in each guest VM. The Bacula Proxmox Plugin will contact
the Proxmox hypervisor to read and save the contents of virtual machine disks using snapshots (default behavior) and
dump them using the Proxmox APIL.

Bacula does not need to walk through the Client filesystems to open, read, close and stat files, so it consumes less
resources on the Proxmox infrastructure than a file level backup on each guest machine would. On the other hand,
Bacula will also read and save useless data such as swap files or temporary files.

The Proxmox Plugin will save not only the disk images of the guest VM, but also guest VM configurations which allows
for very easy guest VM restores.

Installing Bacula Client on Each Guest

With this first strategy, you do not use the Bacula Enterprise Proxmox Plugin, but instead install a Bacula Enterprise
File Daemon inside every virtual machine as if they were normal physical clients. In order to optimize the I/O usage on
your Proxmox system, you will use Bacula’s Schedules, Priorities, and Job concurrency settings to spread backup jobs
throughout the backup window. Since all guest VMs could use the same storage on the Proxmox hypervisor, running
all your backup jobs at the same time can create a bottleneck on the disk/network subsystem.

Installing a Bacula Enterprise File Daemon in each virtual machine permits you to manage your virtual servers like
physical servers and also to use all Bacula Enterprise’s features such as:

¢ Quick restores of individual files.
¢ Checksum of individual files for Virus and Spyware detection.

* Verify Jobs.
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* File or Directory exclusion (such as swap or temporary files).
* File level compression.
* Accurate backups.
See also:
* Go back to Proxmox Scope
* Go back to Proxmox Features
* Go back to Proxmox Installation
* Go back to Proxmox Configuration
* Go back to Proxmox Operations
* Go to Proxmox Troubleshooting
* Go to Proxmox Limitations
Go back to the main Proxmox Plugin page.

Go back to the main Dedicated Backup Solutions page.

Installation

This article describes how to install Bacula Enterprise Proxmox Plugin.

The Bacula File Daemon and its Proxmox Plugin need to be installed on the host of the Proxmox hypervisor which runs
the guest VMs that are to be backed up. Proxmox uses a customized Debian distribution, so the Bacula Enterprise File
Daemon for that platform has to be used.

Installation of the Bacula Enterprise Proxmox Plugin is most easily done by adding the repository file suitable for the
existing subscription and the Debian version (the distributions package manager configuration) that Proxmox is built
upon.

Prerequisites

The Plugin Directory directive of the File Daemon resource in /opt/bacula/etc/bacula-£fd. conf must point to
where the proxmox-fd. so plugin file is installed. The standard Bacula plugin directory is /opt/bacula/plugins.

FileDaemon {
Name = bacula-fd
Plugin Directory = /opt/bacula/plugins
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Steps

Installation example:

1. Insert the following content to the /etc/apt/sources.list.d/bacula.list:

#Bacula Enterprise

deb https://www.baculasystems.com/dl/@customer-string@/debs/bin/@version@/stretch-64/.
—»stretch main

deb https://www.baculasystems.com/dl/@customer-string@/debs/proxmox/@version@/stretch-64/
— stretch proxmox

2. Run apt-get update.

apt-get update

3. Then, to install the Plugin, run: apt-get install bacula-enterprise-proxmox-plugin

apt-get install bacula-enterprise-proxmox-plugin

Manual installation of the packages can be done after downloading the right files from the Bacula Systems provided
download area, and then using the package manager to install.

See also:
* Go back to Proxmox Scope
* Go back to Proxmox Features
* Go to Proxmox Configuration
* Go to Proxmox Operations
* Go to Proxmox Backup and Restore Strategies
* Go to Proxmox Troubleshooting
* Go to Proxmox Limitations
Go back to the main Proxmox Plugin page.

Go back to the main Dedicated Backup Solutions page.

Configuration

This article describes how to configure Bacula Enterprise Proxmox Plugin.

The plugin is configured using Plugin Parameters defined in a FileSets Include section of the Bacula Enterprise
Director configuration.

More detailed information about Proxmox Plugin configuration:
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General Parameters

The following Proxmox plugin parameter effects any type of Job (Backup, Estimation, or Restore).

abort_on_error[=<0 or 1>] specifies whether or not the plugin should abort execution (and the Bacula Job) if a fatal
error occurs during a Backup, Estimation, or Restore operation. This parameter is optional. The default value is
0.

See also:

* Go to Estimation and Backup Parameters

* Go to Restore Parameters

* Go to Fileset Examples
Go back to the main Proxmox Plugin configuration page.
Go back to the main Proxmox Plugin page.

Go back to the main Dedicated Backup Solution page.

Estimation and Backup Parameters

These plugin parameters are relevant only for Backup and Estimation jobs:

vm=<name-label> specifies a guest VM name to backup. All guest VMs with a <name-1label> provided will be
selected for backup. Multiple vin=. . . parameters are allowed. If guest VM with <name-1abel> cannot be found,
then a single job error will be generated, and the backup will proceed to the next VM unless abort_on_error
is set, which will cause the backup job to be aborted. This parameter is optional.

vmid=<vmid> specifies a guest VM VMID to backup. Multiple vmid=. .. parameters may be provided. If a guest
VM with <vmid> cannot be found, a job error will be generated and the backup will proceed to the next VM
unless abort_on_error is set which will cause the backup job to be aborted. This parameter is optional.

include=<name-label-regex> specifies a list of a guest VM names to backup using regular expression syntax. All
guest VMs with names matching the name regular expression provided will be selected for backup. Multiple
include=. .. parameters may be provided. The match is performed case insensitive.

If no guest VMs are matching the name expression provided, the backup will proceed to the next parameters or
finish successfully without backing up any VMs. The abort_on_error parameter will not abort the job when
no guest VMs are found using name matching.

This parameter is optional.

exclude=<name-label-regex> specifies a list of guest VMs names which will be excluded from backup using regular
expression matching. All guest VMs with names matching the provided regular expression, and selected for

backup using the include=. . . parameter will be excluded. The match is performed case insensitive.
This parameter does not affect any guest VM selected to be backed up using vm=. . . or vmid=. . . parameters.
Multiple exclude=. .. parameters may be provided.

This parameter is optional.

mode=<snapshot|suspend|stop> specifies the default backup mode to use. The snapshot mode will generate the live
backup using snapshots which minimizes the downtime of a VM during the the backup process. The suspend
mode will suspend the guest VM during a backup to achieve a consistent backup. The guest VM will remain
suspended during backup and will resume running once the backup of this guest VM finishes. The stop mode
will shut down the guest VM before backup and the VM will be restarted when its backup finishes.

This parameter is optional. If not set, then snapshot mode will be used by default.
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vzdump_storage=<proxmox_storage> specifies the Proxmox storage resource <proxmox_storage> used by
vzdump command during backup when the default 'local’ Proxmox storage resource has no backup content
type available. The <proxmox_storage> should point to the Proxmox storage resource which has the valid
backup content type added to the resource. See: vzdumpstorage. This parameter is optional. If not set, then a
default 'local’ Proxmox storage resource will be used.

bwlimit=<N> specifies if the backup should be performed with an I/O bandwidth limitation (in KBytes per second)
on the hypervisor side. This limitation is independent from Bacula’s own bandwidth limitation feature, and is
performed on a different level.

This parameter is optional. If not set, no bandwidth limitation on the hypervisor will be applied.

If none of the parameters vm=. . ., vimid=. . ., include=. .. and exclude=. . . are specified, all available guest VMs
on the Proxmox hypervisor will be backed up.

See also:

* Go back to General Parameters

* Go to Restore Parameters

* Go to Fileset Examples
Go back to the main Proxmox Plugin configuration page.
Go back to the main Proxmox Plugin page.

Go back to the main Dedicated Backup Solution page.

Restore Parameters

During restore, the Proxmox Plugin will use the same parameters which were set for the backup job and saved in the
Catalog. Some of them may be changed during the restore process if required.

storage: <storage> specifies a Proxmox Storage where restored guest VMs will be restored to. If not set, then a guest
VM will be restored to the Proxmox Storage it was backed up from. If this parameter points to a nonexistent
Storage, the original Storage of the guest VM will be used.

This parameter is optional.

pool: <resourcepool> specifies a Proxmox Resource Pool to which a restored guest VM will be attached. If not set,
arestored guest VM will have no Resource Pool attached. When this parameter indicates a nonexistent pool, no
pool will be attached.

This parameter is optional.

sequentialvmid: <yes or no> specifies what new VMID allocation procedure to use. If set to yes, the new guest VM
will get the first available VMID based on the maximum VMID found on the Proxmox hypervisor. Otherwise,
the restored guest VM will get a randomly generated VMID in a range of 10 above the highest used VMID found
on the Proxmox hypervisor. This is the default.

Setting sequentialvmid: yes mitigates some conflicts which may occur during concurrent restores.
See also:
¢ Go back to General Parameters
* Go back to Estimation and Backup Parameters
* Go to Fileset Examples
Go back to the main Proxmox Plugin configuration page.

Go back to the main Proxmox Plugin page.
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Go back to the main Dedicated Backup Solution page.

Fileset Examples

Example 1
In the example below, all guest VMs will be backed up.

FileSet {
Name = FS_ProxmoxAll
Include {
Plugin = "proxmox:"
}
3
Example 2

In the example below, a single guest VM with name-label of “VM1” will be backed up.

FileSet {
Name = FS_Proxmox_VM1
Include {
Plugin = "proxmox: vm=VM1"
}
}
Example 3

The same example as above, but using vmid instead:

FileSet {
Name = FS_Proxmox_VM1
Include {
Plugin = "proxmox: vmid=101"
}
}
Example 4

In the following example, all guest VMs which contain “Prod” in their names will be backed up.

FileSet {
Name = FS_Proxmox_ProdAll
Include {
Plugin = "proxmox: include=Prod"
}
}
Example 5

In this final example, all guest VMs except VMs whose name begins with “Test” will be backed up.

FileSet {
Name = FS_Proxmox_AllbutTest
Include {
Plugin = "proxmox: include=.* exclude=ATest"

(continues on next page)
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(continued from previous page)

See also:
¢ Go back to General Parameters
* Go back to Estimation and Backup Parameters
* Go back to Restore Parameters
Go back to the main Proxmox Plugin configuration page.
Go back to the main Proxmox Plugin page.
Go back to the main Dedicated Backup Solution page.
See also:
* Go back to Proxmox Scope
* Go back to Proxmox Features
* Go back to Proxmox Installation
* Go to Proxmox Operations
* Go to Proxmox Backup and Restore Strategies
* Go to Proxmox Troubleshooting
* Go to Proxmox Limitations
Go back to the main Proxmox Plugin page.

Go back to the main Dedicated Backup Solutions page.

Operations

This article describes details regarding backup, restore, resource listing, and cluster support with Bacula Enterprise
Proxmox Plugin.

Backup

The backup of a single guest VM consists of the following steps:
1. Save guest VM configuration (for LXC guest VMs).
2. Create a new backup snapshot (default), suspending or stopping the guest VM as requested.
3. Execute vzdump and save data.

Backups can be performed for guest VMs in any power state (running or stopped). The Proxmox hypervisor will
automatically create the required backup snapshot and remove it after the backup. Any other guest VMSs snapshots will
be unaffected.

The Proxmox Plugin will inform you about every guest VM backup start and finish:

Copyright © 2024 Bacula Systems. All trademarks are the property of their respective owners. 247




JobId 68: Start Backup JobId 68, Job=proxmox.2018-01-25_11.25.05_21
JobId 68: Using Device "FileChgrl-Dev2" to write.

JobId 68: Volume "Vol-0002" previously written, moving to end of data.
JobId 68: proxmox: Start Backup vm: ubuntu-container (101)

JobId 68: proxmox: Backup of vm: ubuntu-container (101) OK.

The backup will create a single (.vma) file for any QEMU guest VM and two files (.conf and .tar) for any LXC
guest VM which is saved. Inside Bacula, those are represented as follows.

* /@proxmox/qm/<name-label>/VM<vmid>.vma for QEMU guest VMs
e /@proxmox/lxc/<name-label>/VM<vmid>.conf and
e /@proxmox/lxc/<name-label>/VM<vmid>. tar for LXC guest VMs

Multiple files will be created during a backup if multiple guest VMs are backed up with one job. However, note that
backing up multiple VMs goes against hypervisor best practices. The distinct file names as shown above allow to locate
the proper guest VM archive for restore.

Tip: You can exclude machine disks from Proxmox image backup in the Proxmox Console VM Disk Settings screen.

See also:

* Go to Restore

* Go to Resource Listing

* Go to Cluster Support
Go back to the main Proxmox Plugin operations.
Go back to the main Proxmox Plugin page.

Go back to the main Dedicated Backup Solutions page.

Restore

The Proxmox Plugin provides two targets for restore operations:
* Restore to Proxmox hypervisor as new or original guest VM.

* Restore to a local directory as Proxmox archive files (. vma or the pair of .tar and .conf files).

Restore to Proxmox

To use this restore method, the where= parameter of a Bacula restore is used. The guest VM archive will be sent to the
Proxmox hypervisor and restored as a new guest VM if the VMID of the restored VM is already allocated. Otherwise,
the guest VM will be restored with its original Proxmox.

To restore a VM or VMs to a Proxmox hypervisor, the administrator should execute the restore command and specify
the where parameter as in this example:

* restore where=/

and then set any other required restore plugin parameters for the restore.

In the following restore session example, the sequentialvmid plugin restore option is set to “yes”:

Copyright © 2024 Bacula Systems. All trademarks are the property of their respective owners. 248




* restore where=/

Run Restore job

JobName: RestoreFiles

Bootstrap: /opt/bacula/working/pve-dir.restore.1l.bsr
Where: /opt/bacula/archive/bacula-restores
Replace: Always

FileSet: Full Set

Backup Client: pve-fd
Restore Client: pve-fd

Storage: Filel

When: 2018-01-30 14:58:21
Catalog: MyCatalog

Priority: 10

Plugin Options: *None*

OK to run? (yes/mod/no): mod
Parameters to modify:

1: Level

2: Storage

3: Job

4: FileSet

5: Restore Client
6: When

7: Priority

8: Bootstrap

9: Where

10: File Relocation
11: Replace

12: JobId

13: Plugin Options
Select parameter to modify (1-13): 13
Automatically selected : proxmox: vmid=108 abort_on_error
Plugin Restore Options

storage: *None* (*Default locations*)
pool: *None* (*Default pool*)
sequentialvmid: *None* (*No*)

Use above plugin configuration? (yes/mod/no): mod
You have the following choices:
1: storage (Storage location for restore)
2: pool (Add the VM to the specified pool on restore)
3: sequentialvmid (Allocate new vmid in sequential order)
Select parameter to modify (1-3): 3
Please enter a value for sequentialvmid: yes
Plugin Restore Options

storage: *None* (*Default locations*)
pool: *None* (*Default pool*)
sequentialvmid: yes (*No*)

Use above plugin configuration? (yes/mod/no):

The restore job log will indicate which guest VM is restored and which new guest VM was created:

JobId 76: Start Restore Job RestoreFiles.2018-01-25_13.50.31_29
JobId 76: Using Device "FileChgrl-Devl" to read.

(continues on next page)
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JobId 76: Ready to read from volume "Vol-0004" on File device "FileChgrl-Devl" (/opt/
—bacula/archive).

JobId 76: proxmox: VM restore: lxc/ubuntu-container/VM101 as VM222

JobId 76: End of Volume "Vol-0004" at addr=47137166325 on device "FileChgrl-Devl" (/opt/
—bacula/archive).

The new guest VM created during the restore will get a new VMID (if the original VMID is not available anymore)
but the name/hostname will stay the same as it was with the original VM.

All other guest VM configuration parameters will be restored as they were backed up, including network MAC Ad-
dresses. For this reason, it is recommended to inspect and possibly update a guest VMs configuration before it is started.
Otherwise, resource conflicts may arise.

New guest VMs will get a new VMID which will be allocated by the Bacula Proxmox Plugin as a random value in a
range between the maximum VMID already allocated +1 and +11. This procedure is intended to mitigate possible
resource allocation conflicts which could be occur when two or more guest VM restores or creations are executed at
the same time, as Proxmox has no conflict resolution mechanism itself for this situation.

Using the plugin restore option sequentialvmid this behavior can be modified so that the newly restore guest VM
gets the next available VMID, which will help limiting the range of VMID assigned over time, but will make concurrent
restores unreliable.

The Storage target to be used for the restored guest VM disk(s) can be set using the storage plugin restore option. If
this option is not set, all guest VM disks will be restored to their original Storage.

To list available Storages, a listing mode is available.

If an improper (e. g., non-existent) Storage is chosen for a restore, the restore process will create the guest VM in the
Proxmox hypervisors default Storage.

Restore to Local Directory

It is possible to restore the guest VM data to a file and not to pass the data to the hypervisor. To do so, the™ where™
restore option should point to a directory where the Proxmox plugin is installed:

* restore where=/tmp/bacula/restores

If the path does not exist, it will be created by the Bacula Proxmox Plugin.

Check the following example for the test “VM local restore’:

JobId 90: Start Restore Job RestoreFiles.2018-01-30_15.04.12_05
JobId 90: Using Device "FileChgrl-Devl" to read.

JobId 90: Forward spacing Volume "Vol-0001" to addr=45406565308
JobId 90: proxmox: VM local restore: gm/ubuntu-server/VM108

The restore job log will show that the restore was done to a local directory.
See also:

* Go back to Backup

* Go to Resource Listing

e Go to Cluster Support
Go back to the main Proxmox Plugin operations.

Go back to the main Proxmox Plugin page.
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Go back to the main Dedicated Backup Solutions page.

Resource Listing

The Bacula Enterprise Proxmox Plugin supports the new Plugin Listing feature of Bacula Enterprise 8.x or newer. This
mode allows a Plugin to display some useful information about available Proxmox resources such as:

* List of guest VM name-labels

e List of guest VM VMIDs

* List of Proxmox Storages

* List of Proxmox Resource Pools

The new feature uses the special .1s command with a new plugin=<plugin> parameter. The command requires the
following parameters to be set:

client=<client> A Bacula Client name with the Proxmox Plugin installed.

plugin=<plugin> A Plugin name, which would be proxmox: in this case, with optional plugin parameters as described
in section genericparameters.

path=<path> An object path to display.

The supported values for a path=<path> parameter are:

/ to display object types available to list.

vm to display a list of guest VM name-labels.

vmid to display a list of guest VM VMIDs and name-label pointers.
storage to show the list of available Storages.

pool to display the list of Resource Pools.

To display available object types, follow the following command example:

*.1s client=pve-fd plugin=proxmox: path=/

Connecting to Client pve-£fd at pve:9102

drwxr-x--- 1 root root 0 2018-01-30 15:08:08 wvm
drwxr-x--- 1 root root 0 2018-01-30 15:08:08 vmid
drwxr-x--- 1 root root 0 2018-01-30 15:08:08 storage
drwxr-x--- 1 root root 0 2018-01-30 15:08:08 pool

2000 OK estimate files=4 bytes=0

To display the list of all available guest VMs, the following command example can be used:

*.1s client=pve-fd plugin=proxmox: path=vm
Connecting to Client pve-£fd at pve:9102

-rW-Ir----- 1 root root 2251187813 2018-01-30 15:08:49 ubuntu-container
-rW-Ir----- 1 root root 594332876 2018-01-30 15:08:50 fedora-container
-rW-r----- 1 root root 1288490188 2018-01-30 15:08:52 openhab-test
-IwWw-r----- 1 root root 680735539 2018-01-30 15:08:53 wvml

-IrW-r----- 1 root root 490733568 2018-01-30 15:08:54 testvml

-rW-Ir----- 1 root root 34359738368 2018-01-30 15:08:54 ubuntu-server-template
-Irw-r----- 1 root root 34359738368 2018-01-30 15:08:55 rhel-server

-IrW-r----- 1 root root 68719476736 2018-01-30 15:08:56 testvm2

-IwWw-r----- 1 root root 34359738368 2018-01-30 15:08:56 ubuntu-server
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-Iw-r-----

1

root

root

34359738368 2018-01-30 15:08:57 vm2
2000 OK estimate files=10 bytes=211,463,910,192

To display the list of guest VM VMIDs, use the following command example:

*.1s client=pve-fd plugin=proxmox: path=vmid

Connecting to Client pve-fd at
root root 2251187813
root root 594332876
root root 1288490188
root root 680735539
root root 490733568
root root 34359738368
root root 34359738368
root root 68719476736
root root 34359738368
root root 34359738368

pve:9102

2018-01-30
2018-01-30
2018-01-30
2018-01-30
2018-01-30
2018-01-30
2018-01-30
2018-01-30
2018-01-30
2018-01-30

15:
15:
15:
15:
15:
15:
15:
15:
15:
15:

ubuntu-container
fedora-container

09:37 101 >
09:38 102 —>
09:40 103 —>
09:41 106 >
09:42 107 —>
09:42 100 —>
09:43 104 >
09:43 105 —>
09:44 108 >
09:45 201 ->

2000 OK estimate files=10 bytes=211,463,910,192

openhab-test

vml

testvml
ubuntu-server-template
rhel-server

testvm2

ubuntu-server

vm2

The VM and VMID lists display an estimated size of the guest VM.

To display available Proxmox Storages, the following command example can be used:

*.1s client=pve-fd plugin=proxmox: path=storage
Connecting to Client pve-fd at pve:9102

brw-r----- 1 root root 0 2018-01-30 15:11:18 1local-lvm
brw-r----- 1 root root 0 2018-01-30 15:11:18 1local
brw-r----- 1 root root 0 2018-01-30 15:11:18 sunnfs
2000 OK estimate files=3 bytes=0

And, finally, use the following to show available Proxmox Resource Pools:

*.1s client=pve-fd plugin=proxmox: path=pool

Connecting to Client pve-fd at pve:9102

brw-r----- 1 root root 0 2018-01-30 15:12:27 testpool
brw-r----- 1 root root 0 2018-01-30 15:12:27 Development
brw-r----- 1 root root 0 2018-01-30 15:12:27 Production
brw-r----- 1 root root 0 2018-01-30 15:12:27 Sales
brw-r----- 1 root root 0 2018-01-30 15:12:27 Marketing

2000 OK estimate files=5 bytes=0

See also:

* Go back to Backup

* Go back to Restore

* Go to Cluster Support
Go back to the main Proxmox Plugin operations.
Go back to the main Proxmox Plugin page.

Go back to the main Dedicated Backup Solutions page.
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Cluster Support

Important: Since Bacula version 16.0.7, a new solution has been introduced to replace the scan_proxmox_cluster
tool. It is highly recommended to use the new solution - Automatic Object Integration (Scan Plugin) as the
scan_proxmox_tool will soon be deprecated. See an example for Proxmox.

At aregular interval, Bacula can contact a Proxmox cluster member, list all virtual machines that are hosted, and adapt
the configuration dynamically.

The scan_proxmox_cluster tool is used to analyze a Proxmox cluster and create individual FileSets and Backup Jobs
for each virtual machine or container found. The virtual machines selected by this tool may be based on the virtual
machine names, or by using regular expressions.

cluster: clusterl

node: proxmox1

VM: debianl -> Job=j_clusterl_debianl
FileSet=fs_clusterl_debianl
Client=proxmox1

The Job’s Client directive will be set to the Proxmox cluster node member.
If a virtual machine is no longer detected, the Job resource will be disabled or removed from the configuration.
If a virtual machine is on an other member of the cluster, the Job Client directive will be adapted automatically.

To learn more detailed information about cluster support, see:

Cluster Support Installation

Bacula’s Proxmox cluster support requires the installation of the library Net: :Proxmox: : VE which is available at:
http://github.com/mrproper/proxmox- ve-api-perl

The Bacula Enterprise DAG repository includes a package for this library named perl-Net-Proxmox-VE for Redhat.

On Redhat, the Proxmox library needs to have the package per1-LWP-Protocol-https installed, otherwise the mes-
sage Login failed. Protocol scheme ’'https’ is not supported will be displayed.

See also:

* Go to Cluster Support Configuration
Go back to the main Proxmox Plugin operations.
Go back to the main Proxmox Plugin page.

Go back to the main Dedicated Backup Solutions page.
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Cluster Support Configuration

Bacula’s Proxmox cluster support is available with BWeb Management Console.

In this example, we have a cluster named clusterl with 3 nodes, prox1, prox2 and prox3. 5 virtual machines are
defined, vm1, vm2, vm3, vm4, vm5.

The following steps are needed to activate the support:

Install a Bacula Enterprise FileDaemon on each node of the Proxmox cluster (prox1, prox2 and prox3)

Install and configure BWeb Enterprise Management Configuration Module (Configuration -> Configure Bacula
-> Complete the Configuration Wizard)

Define one Client resource per cluster member in the Director configuration file bacula-dir.conf. For sim-
plicity, the Bacula Client name can match the DNS Promox server name (example “prox1”).

Define a JobDefs with the parameters shared by the Proxmox jobs (Schedule, Storage, Priority, ...)

Configure Proxmox access in /opt/bacula/etc/pve.conf (click /ere for more information)

# chown bacula /opt/bacula/etc/pve.conf
# chmod 600 /opt/bacula/etc/pve.conf

# cat /opt/bacula/etc/pve.conf
[default]

username=root

password=password_of_root

host=prox1

skip_certificate

realm=pam

Execute the scan_proxmox_cluster as the unix user bacula

# /opt/bweb/bin/scan_proxmox_cluster --cluster clusterl --node proxl --jobdefs.
—ProxmoxJobs

INFO Using Job Client directive to proxl

tar: Removing leading " /' from member names

INFO Doing a backup of the previous configuration tree in bacula-etc.2019-05-06_
—10:15.tar.gz

INFO Job Modification Summary:

Added:

- j_clusterl_vml
- j_clusterl_vm2
- j_clusterl_vm3
- j_clusterl_vm4
- j_clusterl_vm5

Disabled:
Existing:

Removed:

The cluster option is used to name the resources that will be created. The node option is used to select the
virtual machines to create. The list of the changes will be displayed in the output of the script. In the BWeb Man-
agement Configuration Module, a workset for the Proxmox cluster will be displayed with the list of the changes
to apply to the configuration. The option --commit_and_reload can activate the changes automatically.
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scan_proxmox_cluster --cluster clusterl --node proxl --jobdefs ProxmoxJ]obs --commit_
—and_reload

* Schedule the scan_proxmox_cluster for each node of the Proxmox cluster at a regular interval with a Bacula
Admin Job for example.

It is possible to set various options for the Job or the FileSet.

If the Proxmox node name is not equal to the Bacula Client name, it is possible to specify --directive Client=name
in the command line.

Example:

scan_proxmox_cluster --cluster clusterl --node proxl --jobdefs DefaultlJob --directive.
—Client=prox1-fd

Example of a complete configuration will be:

#### Configuration for the Cluster
Client {
Name = proxl
Password = xxX
Address = proxl
File Retention = 5 years
Job Retention = 5 years
Catalog = MyCatalog
}
Client {
Name = prox2
Password = xxx
Address = prox2
File Retention = 5 years
Job Retention = 5 years
Catalog = MyCatalog
3
JobDefs {
Name = PromoxJ]obs
Priority = 10
Type = Backup

Storage = File
Schedule = AtNight
Pool = Default
Messages = Standard

}

Job {
Name = UpdateClusterl
Type = Admin

JobDefs = ProxmoxJ]obs
Schedule = BeforeNight

RunBeforelob = "/opt/bweb/bin/scan_proxmox_cluster --cluster clusterl --node proxl --
—commit_and_reload --jobdefs ProxmoxJ]obs"

RunBeforelob = "/opt/bweb/bin/scan_proxmox_cluster --cluster clusterl --node prox2 --
—commit_and_reload --jobdefs ProxmoxJobs"

RunBeforelob = "/opt/bweb/bin/scan_proxmox_cluster --cluster clusterl --node prox3 --
—.commit_and_reload --jobdefs ProxmoxJ]obs" (continues on next page)
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}
HUHBHAH AR HHBHRHHBHHR AR AR HAR AR H AR AR AR HRG AR AR H AR AR AR A AR AR AR

#### The following example configuration snippet was generated by the scan_proxmox_
—cluster program

FileSet {
Name = fs_pve_vml
Include {
Plugin = "proxmox: vm=vml"
}
3
Job {

Name = j_pve_vml
Client = proxl
FileSet = fs_pve_vml
JobDefs = ProxmoxJobs

3
FileSet {
Name = fs_pve_vm2
Include {
Plugin = "proxmox: vm=vm2"
}
}
Job {

Name = j_pve_vm2
Client = proxl
FileSet = fs_pve_vm2
JobDefs = ProxmoxJ]obs

Command Line Options

* --pvefile file Get credentials from a file (default: /opt/bacula/etc/pve.conf)
e --profile=name Profile name to use in the pvefile

e --username string Proxmox server username

e --password string Proxmox server password

e —-host string Proxmox server host

e —-realm pam or pve

e --director string Director name. If not provided, the first Director is used
e —--jobdefs string JobDefs resource name

e —-job ’job_%v’ Jobs resource name pattern (

e ——fileset ’fs_%v’ FileSets resource name pattern (

e --directive key=value (storage|client|schedule ...)=value definition

» ——fs_option key=value FileSet options such as: signature, compression ...
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e --plugin_option key=value FileSet plugin options such as abort_on_error, index ...
e --vm value Virtual machine to backup (don’t use with vms_(includelexclude))

e --pool value Pool value to backup

e --node value Node to backup

e --type value Host type (Ixc, gemu)

e --vms_include pattern Regular expression to include virtual machines

* —-vms_exclude pattern Regular expression to exclude virtual machines

e ——commit_and_reload Commit changes and reload just after resources are created

* --description New jobs’ description

* --remove_jobs Remove jobs instead of disabling them

e --json Print output as JSON string

Storing Proxmox Credentials on Disk

The --pvefile argument can refer to a configuration file stored on disk. This file may contain the information used
to connect to the Proxmox Cluster. It is possible to store multiple Proxmox server profiles and reference them with the
--profile option.

¢ username=string Proxmox server username (default “root”)

* password=string Proxmox server password

¢ host=string Proxmox server host

e realm=string pam or pve

* cluster=string Name of the cluster (used to generate resources)

e skip_certificate Do not check SSL certificates

* Other parameters used in pve_get_address program

e failback=string Address returned when the virtual machine is not found

* base=string Used to determine the Virtual Machine name from a pattern

# cat /opt/bacula/etc/pve.conf
[clusterl]

password=passl

host=prox1l

realm=pam

skip_certificates
cluster=clusterl

[cluster2]
password=pass3
host=prox3
realm=pam
skip_certificate
cluster=test

See also:
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* Go back to Cluster Support Installation
Go back to the main Proxmox Plugin operations.
Go back to the main Proxmox Plugin page.
Go back to the main Dedicated Backup Solutions page.
See also:
* Go back to Backup
* Go back to Restore
¢ Go back to Resource Listing
Go back to the main Proxmox Plugin operations.
Go back to the main Proxmox Plugin page.
Go back to the main Dedicated Backup Solutions page.
See also:
* Go back to Proxmox Scope
* Go back to Proxmox Features
* Go back to Proxmox Installation
* Go back to Proxmox Configuration
* Go to Proxmox Backup and Restore Strategies
* Go to Proxmox Troubleshooting
* Go to Proxmox Limitations
Go back to the main Proxmox Plugin page.

Go back to the main Dedicated Backup Solutions page.

Troubleshooting

If you encounter a following error during backup job:

Fatal error: proxmox: Error closing backend. Err=Unknown error during program execvp

You should check the Proxmox Task log for the following error:

TASK ERROR: could not get storage information for 'local':
can't use storage 'local' for backups - wrong content type

Then your ’local’” Proxmox storage resource is missing the required ’backup’ content type. This kind of configuration
is expected by vzdump Proxmox command to save a backup task log and guest vm configuration. As a remedy you
can add a missing *backup’ content type to the ’local’ Proxmox storage resource or configure your backup job to use
a different Proxmox storage resource for that. In the latter case you should add a vzdump_storage=. .. parameter to
your configuration.

See also:
¢ Go back to Proxmox Scope

¢ Go back to Proxmox Features
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Go back to Proxmox Installation

Go back to Proxmox Configuration

Go back to to Proxmox Operations

Go back to Proxmox Backup and Restore Strategies

Go to Proxmox Limitations

Go back to the main Proxmox Plugin page.

Go back to the main Dedicated Backup Solutions page.

Limitations

This article presents limitations of the Proxmox Plugin.

Granular restore (Single Item Restore) is not available yet. A file level backup of the VM with the Bacula FD
inside the Guest VM is needed to enable single file restores of a Proxmox guest VM. Read more /ere.

Concurrent backups of the same guest VM are not possible.

Only Full level backups are possible. This is a Proxmox limitation as its API does not provide methods suitable
for other backup levels. This limitation is described in details in the Fearures chapter, which also describes
another module, QEMU that is free of that limitation.

VM templates available on the Proxmox system can not be backed up. This is also a Proxmox limitation.

In listing mode with the vin or vimid parameters, the plugin will display both guest VMs and VM templates.
This limitation will be removed in the future.

Backup of LXC created in unprivileged mode could fail with Permission denied error in Proxmox Task execu-
tion log and a following job messages error log:

Error: proxmox: Error closing backend. Err=Unknown error during program execvp

This is a known issue which will be removed in future release of the plugin.

See also:

Go back to Proxmox Scope

Go back to Proxmox Features

Go back to Proxmox Installation

Go back to Proxmox Configuration

Go back to Proxmox Operations

Go back to Proxmox Backup and Restore Strategies

Go back to Proxmox Troubleshooting

Go back to the main Proxmox Plugin page.

Go back to the main Dedicated Backup Solutions page.
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Openstack Virtual Machine Plugin

Important: Remember to read the Best Practices chapter common for all of our hypervisor plugins.

The following article aims at presenting the reader with information about the Bacula Enterprise Openstack VM Plugin.
Through subchapters, more in-depth information can be found about the following topics:

Scope

The Bacula Enterprise Openstack-VM Plugin currently supports the following platforms:
* 2023.2 Bobcat
* 2023.1 Antelope
See also:
* Features
* Architecture
* Installation
» Configuration
* Operations
* Backup and Restore Strategies
* Troubleshooting
e Limitations

Go back to the main Openstack VM page.

Features

The main feature of Bacula Enterprise Openstack VM Plugin is to offer Full block level backup and restore of instance
volume(s).

See also:
* Scope
» Architecture
* Installation
» Configuration
* Operations
* Backup and Restore Strategies
* Troubleshooting
e Limitations

Go back to the main Openstack VM page.

Copyright © 2024 Bacula Systems. All trademarks are the property of their respective owners. 260



Architecture

Bacula Enterprise Openstack-VM Plugin is a Bacula File Daemon plugin built over Openstack Cinder-Backup ser-
vice.

All information is obtained using a custom implementation of a Cinder-Backup driver feeding data from Openstack to
Bacula or the other way around.

Below, there is a simplified vision of the architecture of this plugin within a generic Bacula Enterprise deployment:

Cpenstack

| NOVA | CINDER
| Volume

< » Cinder database

.

Backup
| Bacula .
| Snapshot
Openstack-Yi posix.py

Plugin

2]

> ‘E’"’E}‘/" bacula.py
Bacula-FD ~ . ..
—+ I

|E!acula|

k4 k 4
Bacula-SD |<+| Bacula-DIR |

Fig. 15: Openstack-VM Plugin Architecture

Cinder Bacula Driver Backup

During volume backup operations, for every file to backup, the bacula driver will:
» Keep track of backup file name
* Snapshot volume
* Create a FIFO (named pipe) from Openstack to Bacula
* Send relevant command to Bacula to synchronize the named pipe
* Return opened FIFO for Cinder to write into.
Once all files are backed up, the process must be stopped by:

* Closing the named pipe

Copyright © 2024 Bacula Systems. All trademarks are the property of their respective owners. 261



* Gathering logs from Bacula
* Checking the list of backup files and job statuses

* Deleting the named pipe.

Cinder Bacula Driver Restore

During volume restore operation, the bacula driver will communicate with Bacula through two different channels.

The first instance will handle the restore procedure by performing the process analog to backup apart for the fact the
Cinder will read into the named pipe.

The closing process is also analog to the backup process.

The second instance will provide Cinder with the list of restored files to compare with its own file list by:
* Opening the named pipe to Bacula.
 Gathering the backup job file list.

* Returning curated output to Cinder for control.

Encrypted Volume Support

Volumes encrypted with LUKS are supported by the Cinder driver API. However, the encryption keys usually managed
by the Openstack Barbican service should be backed up separately following the Openstack backup procedure.

https://docs.openstack.org/operations-guide/ops-backup-recovery.html
See also:

* Scope

e Features

* Installation

» Configuration

* Operations

* Backup and Restore Strategies

* Troubleshooting

e Limitations

Go back to the main Openstack VM page.

Installation

This article describes how to install Bacula Enterprise Openstack VM Plugin.

The installation process consists of two parts.

Note: Bacula Enterprise Openstack Plugin must be installed on Openstack host machine.

First, the installation of the bacula-enterprise-openstack-vm plugin with the BIM tool.
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Second, configure the plugin as described in Configuration.

Third. by running the install script located at /opt/bacula/scripts/install-openstack-vm.sh two times and
adjusting the Bacula director configuration.

* First time with the configure option root@user:~# /opt/bacula/scripts/install-openstack-vm.sh
configure

* Second time with the install option root@user:~# /opt/bacula/scripts/install-openstack-vm.sh
install

* At this point a configuration sample located at /opt/bacula/openstack/bacula-dir.conf.sample is cre-
ated. Inside this file, there is a configuration example that should be adjusted and added to /opt/bacula/etc/
bacula-dir.conf.

* The install script can be run the third time with the fest option with root@user:~# /opt/bacula/scripts/
install-openstack-vm.sh test to check if the installation is correct.

Note: If the Bacula director already has a Client resource, the Client in bacula-dir.conf. sample should be ignored
as the Client resource should not be duplicated.

Steps

Here is an example how the install script should be used.

1. Run:

root@user:~# /opt/bacula/scripts/install-openstack-vm.sh configure

Enter the unix Openstack account name [stack]:

Enter the Bacula Director Name [stackdev-dir]:

Enter the Bacula Director Address [stackdev]:

Enter the Bacula Director Port [9101]:

Enter the Bacula FileDaemon name [stackdev-£fd]:

INFO: Creating configuration template for the Director
/opt/bacula/openstack/bacula-dir.conf.sample will help you to setup

a Job with the Bacula Enterprise Openstack Plugin.

The template can be included in your Director configuration and
you need to review all items marked as "might need to be adjusted"

root@user:~# /opt/bacula/scripts/install-openstack-vm.sh install

Enter the unix Openstack account name: [stack]

Enter path to cinder drivers folder or automatically search system for it

' /opt/stack/cinder/cinder/backup/drivers/bacula.py' -> '/opt/bacula/share/bacula.py
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2. Once the director configuration is updated, run:

root@stackdev:/opt/bacula# scripts/install-openstack-vm.sh test
Enter the unix Openstack account name: [stack]

1000 OK: 10002 stackdev-dir Version: 18.0.2 (05 March 2024)
INFO: Connection to the Director OK

INFO: Connection from the Director to the Client OK

INFO: Plugin installed correctly

INFO: Job found on the Director

INFO: FileSet configured on the Director

INFO: Restorelob found on the Director

INFO: Test job finished ok

Result

Openstack VM Plugin is installed.
See also:

* Scope

» Features

* Architecture

» Configuration

* Operations

* Backup and Restore Strategies

* Troubleshooting

e Limitations

Go back to the main Openstack VM page.

Configuration

The following article presents the configuration of the plugin.
1. Download the admin_openrc file.

Downloading admin_openrc. sh script can be done through the Openstack dashboard. To do so, the user can
click on the OpenStack RC File menu item located at the top right of the dashboard.
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& admin =

£ Settings

@ Help
& OpenStack RC File

Material

= Sign Out

2. Inside the admin_openrc.sh file comment or replace both echo "Please enter your OpenStack
Password for project $0S_PROJECT_NAME as user $0S_USERNAME: " and read -sr
OS_PASSWORD_INPUT with OS_PASSWORD_INPUT=<password> like in the example below.

admin-openrc.sh - Bash

#!/usr/bin/env bash

# To use an OpenStack cloud you need to authenticate against the Identity
service named keystone, which returns a **Token** and **Service Catalog**.
The catalog contains the endpoints for all services the user/tenant has
access to - such as Compute, Image Service, Identity, Object Storage, Block
Storage, and Networking (code-named nova, glance, keystone, swift,

cinder, and neutron).

*NOTE*: Using the 3 *Identity API* does not necessarily mean any other
OpenStack API is version 3. For example, your cloud provider may implement
Image API v1.1, Block Storage API v2, and Compute API v2.0. OS_AUTH_URL is
only for the Identity API served through keystone.

export OS_AUTH_URL=http://10.0.255.255/identity

# With the addition of Keystone we have standardized on the term **project**
# as the entity that owns the resources.

export OS_PROJECT_ID=abcdefghijklmnopgrstuvwxyz012345

export OS_PROJECT_NAME="admin"

export OS_USER_DOMAIN_NAME="Default"

if [ -z "$0OS_USER_DOMAIN_NAME" ]; then unset OS_USER_DOMAIN_NAME; fi

export OS_PROJECT_DOMAIN_ID="default"

if [ -z "$OS_PROJECT_DOMAIN_ID" ]; then unset OS_PROJECT_DOMAIN_ID; fi

# unset v2.0 items in case set

unset OS_TENANT_ID

unset OS_TENANT_NAME

# In addition to the owning entity (tenant), OpenStack stores the entity

# performing the action as the **user**.

export OS_USERNAME="admin"

# With Keystone you pass the keystone password.

FHOH OH OH K W W W W R

# The two next lines are the one that need to be commented out or deleted

(continues on next page)
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(continued from previous page)

# echo "Please enter your OpenStack Password for project $0S_PROJECT_NAME as user $0S_
— USERNAME: "
# read -sr OS_PASSWORD_INPUT

# Add this line with your Openstack password
OS_PASSWORD_INPUT=<password>

export OS_PASSWORD=$0S_PASSWORD_INPUT

# If your configuration has multiple regions, we set that information here.
# OS_REGION_NAME is optional and only valid in certain environments.

export OS_REGION_NAME="RegionOne"

# Don't leave a blank variable, unset it if it was empty

if [ -z "$OS_REGION_NAME" ]; then unset OS_REGION_NAME; fi

export OS_INTERFACE=public

export OS_IDENTITY_API_VERSION=3

3. Copy or symlink the file into /opt/bacula/etc/admin_openrc.sh or provide the relevant value for
admin_openrc plugin parameter.

4. Advise backup service to use the Cinder bacula driver.
To do so, Cinder configuration file located by default at /etc/cinder/cinder. conf has to be edited.

5. Inside the [DEFAULT] group, the line backup_driver = cinder.backup.drivers.bacula.
BaculaBackupDriver need to be added.

[DEFAULT]

backup_driver = cinder.backup.drivers.bacula.BaculaBackupDriver

See also:
* Scope
e Features
e Architecture
e [Installation
* Operations
* Backup and Restore Strategies
e Troubleshooting
e Limitations

Go back to the main Openstack VM page.
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Operations

The following article describes details regarding backup, restore or query operations with Bacula Enterprise Openstack
VM Plugin.

Bacula Enterprise Openstack Procedures

The Bacula Enterprise Openstack plugin has its own set of procedures to interact with the Openstack environment.

The user should only interact with procedures that contains the keyword execute in their name with the exception of
the openstack-vm-query.

* openstack-vm-execute-backup to instance’s volume(s) backup.

* openstack-vm-execute-restore to instance’s volume(s) restore.

* openstack-vm-execute-interactive-delete to delete backups, snapshots or volumes.
* openstack-vm-query to get more information about Openstack resources.

All these procedures have their own dedicated chapter in this Operation section.

Backup in Openstack VM

Execute backup for a specific instance by running the /opt/bacula/bin/openstack-vm-execute-backup proce-
dure with relevant parameters.

Parameters

e -B <instance-name> - If this parameter is set, the procedure will list the backup related for this instance.

* -b <instance-name> - If this parameter is set, the procedure will try to backup all volume of an instance named
<instance-name>.

¢ —-C <admin-openrc> - Path to admin-openrc. sh file. Default value is /opt/bacula/etc/admin-openrc.
sh.

e -1 - If this parameter is set, the backup will be incremental.

* -t <tools> - Path to Openstack procedures. Default value is /opt/bacula/bin/.

e -v <instance-id> - ID of the instance to backup.

* -w <wainting-time> - Waiting time between two poll operations. Default value is 5.

* -h - Display help.

Note: Option -v has precedence over option -b.
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Example

Backup of all the volumes attached to a specific instance, using the instance ID:

Note: To get either the ID or the name of a specific instance, the query procedure can be used with /opt/bacula/
bin/openstack-vm-query -1. The ID can be found under the ID column.

First get the relevant instance id:

root@stackdev:/opt/bacula# bin/openstack-vm-query -1

B T T T o T TP
e e +--
R +
| ID | Name | Status | Networks o
. | Image o
—Flavor
B T TR e e
- e +--
R +
| instance_ID | instance_name | ACTIVE | private=00.0.0.0,.

-1111:1111:1111:0:1111:1111:1111:1111; shared=111.111.111.111 | N/A (booted from.
—volume) | ml.micro |

Then issue backup creation operation:

root@openstack-bck:~# /opt/bacula/bin/openstack-vm-execute-backup -v instance_ID
Backup of VM=<instance_ID> INCREMENTAL=False ADMIN_OPENRC=/opt/bacula/etc/admin-
—,openrc.sh SCRIPTS=/opt/bacula/bin/

Found 2 volumes to backup for <instance_ID>
Backing up <volume_ID>

Issue snapshot

Snapshot done

Backup status=creating

.

Backup status=creating

Backup status=creating

Backup status=available

Done proceeds to next

Issue delete command for snapshot=<snapshot_ID>
Backing up <volume_ID>

Issue snapshot

Snapshot creating ...

Snapshot done

Backup status=creating

.

Backup status=creating

Backup status=creating

Backup status=available

Done proceeds to next

Issue delete command for snapshot=<snapshot_ID>
No more volumes to process END OF BACKUP

HHHHHHMARHHYOOHHHHHHER HHY HH
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Backup of all the volumes attached to a specific instance, using the instance name:

root@host:/opt/bacula# /opt/bacula/bin/openstack-vm-execute-backup -b instance_name
Backup of VM=<instance_ID> INCREMENTAL=False ADMIN_OPENRC=/opt/bacula/etc/admin-
-,openrc.sh SCRIPTS=/opt/bacula/bin/

Found 2 volumes to backup for <instance_ID>
Backing up <volume_ID>

Issue snapshot

Snapshot done

Backup status=creating

.

Backup status=creating

Backup status=creating

Backup status=available

Done proceeds to next

Issue delete command for snapshot=<snapshot_ID>
Backing up <volume_ID>

Issue snapshot

Snapshot creating ...

Snapshot done

Backup status=creating

.

Backup status=creating

Backup status=creating

Backup status=available

Done proceeds to next

Issue delete command for snapshot=<snapshot_ID>
No more volumes to process END OF BACKUP

HHHHHHMARFHHYOHHHHHHMPFRHKHOHH

When using the -b or -v options, to backup an OpenStack instance, there will be one backup jobid in Bacula for each
volume attached to the instance. Also, there will be one backup in the OpenStack server for each volume.

root@host:/opt/bacula# /opt/bacula/bin/openstack-vm-query -b

oo e T ettt et L S
N Fommm - fommm oo +

| ID | Name | Description |
—Status | Size | Incremental |

oo e - R
m— - Fomm—— fommm +

| <backupl_ID>> | <backupl_name> | Backup done by Bacula Enterprise |
—available | 10 | False |

| | INSTANCE=<instance_name> DATE=<datetime> | .
- | | |

I I | o
o I | I

| <backup2_ID>> | <backup2_name> | Backup done by Bacula Enterprise |
—available | 5 | False |

| | INSTANCE=<instance_name> DATE=<datetime> | o
, I | I

oo e e S
R Fommm - fommm oo +

Also, in the Catalog, two jobids are created:
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| xx | job.openstack-bck-fd.openstack-vm | 2024-01-01 12:00:00 | B | I [ o
~ 6 | 12,345,678 | T |
| XX | job.openstack-bck-fd.openstack-vm | 2024-01-01 12:00:05 | B | I | o
~ 9| 90,123,456 | T |

Backup Job Example with a RunScript Block

As mentioned earlier, it is possible to define a backup job to trigger the openstack-vm-execute-backup program to
execute the backup in the OpenStack server.

The RunScript block below triggers the openstack-vm-execute-backup program to backup all the volumes attached to
the Mylnstance instance in the OpenStack server, having the openstack-bck-fd bacula client installed:

Job {
Name = OpenStack-test-job
JobDefs = BackupsToDisk
FileSet = None
Client = openstack-bck-fd
RunScript {
Command = "/opt/bacula/bin/openstack-vm-execute-backup -b MyInstance"
RunsOnClient = yes
RunsWhen = Before
}
}

FileSet {
Name = None
EnableVSS = no

See also:
* Restore in Openstack VM
* Query
* [nteractive Delete

Go back to the main Openstack VM page.

Restore in Openstack VM

Restore volumes attached to a previous backup or a specific volume by running the /opt/bacula/bin/
openstack-vm-execute-restore procedure with relevant parameters.

Note: Itisnot possible to perform arestore of an OpenStack instance volume(s) by using the bconsole restore command
or a Bacula Graphical Interface. The /opt/bacula/bin/openstack-vm-execute-restore program available in
the OpenStack server must be used for restores.
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Parameters

* -b <backup_id> - ID of a specific volume backup to restore.

* -Cc <admin-openrc> - Path to modified admin-openrc.sh Default value is /opt/bacula/etc/
admin-openrc.sh.

* -n <backup_name> - If this parameter is set, the volume with this name will be restored.

* -t <tools> - Path to Openstack procedure. Default value is /opt/bacula/bin/.

e -v <instance_id> - ID of the instance to restore.

* -w <waitingTime> - Waiting time in seconds between two completion check. Default value is 5.

* -h - Display help.

Example

To restore all the volumes from an instance.

Note: To get the ID of a specific instance, the query procedure can be used with /opt/bacula/bin/
openstack-vm-query -1. The ID can be found under the ID column.

In case the virtual machine was deleted beforehand Cinder backups created by the plugin will have the original vir-
tual machine ID as a name. To access the list of backup the query procedure can be used with /opt/bacula/bin/
openstack-vm-query -b.

Restore using the instance ID. Get the instance_ID using the /opt/bacula/bin/openstack-vm-query -1 com-
mand:

root@stackdev:/opt/bacula# bin/openstack-vm-query -1

B e T T oo R o
- e +--
R +

| ID | Name | Status | Networks o
. | Image o
—Flavor |

e oo R B
- o +--
Gm—————- +

| instance_ID | instance_name | ACTIVE | private=00.0.0.0,.

1111:1111:1111:0:1111:1111:1111:1111; shared=111.111.111.111 | N/A (booted from.,
—volume) | ml.micro |

Then issue the restore command using the instance_ID value:

root@stackdev:~# /opt/bacula/bin/openstack-vm-execute-restore -v <instance_ID>
Restore of INSTANCE_ID=<instance_ID> SCRIPT_PATH=/opt/bacula/bin/ o
—~ADMIN_OPENRC=/opt/bacula/etc/admin-openrc.sh

I: 1 backup to restore

I: Restoring <backupl_ID>

I: Volume restoration in progress=restoring-backup

(continues on next page)
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(continued from previous page)

I: Restored volume found with ID=<restored_volume_ID>
I: Volume restoration in progress=restoring-backup

Volume restoration in progress=restoring-backup
Volume restoration in progress=available

Done moving on to next

No more backup to restore END

HHH H

Once this procedure is done, the volumes will be in an available status, and you will need to either create a new instance
and attach the restored volumes, or to attach the restored volumes to an existent instance using the openstack CLI or
with the GUI from the dashboard.

It is also possible to restore a single volume from a backup id by using the -b option.

Get the backup_ID using the /opt/bacula/bin/openstack-vm-query -b command:

root@host:/opt/bacula# /opt/bacula/bin/openstack-vm-query -b

oo e e S
e Fommm - fommm oo +

| ID | Name | Description |
—Status | Size | Incremental |

oo e - R
m— - Fomm—— fommm +

| <backupl_ID> | <backupl_name> | Backup done by Bacula Enterprise |
—available | 10 | False [

| | INSTANCE=<instance_name> DATE=<datetime> | o
, | | |

I I | o
— I | I

| <backup2_ID> | <backup2_name> | Backup done by Bacula Enterprise [
—available | 5 | False |

| | INSTANCE=<instance_name> DATE=<datetime> | o
, I | I

oo e e S
e Fommm - fommm oo +

Then issue the restore command using the backup ID value, for example:

root@stackdev:~# /opt/bacula/bin/openstack-vm-execute-restore -b <backupl_ID>
Restore of INSTANCE_ID=<instance_ID> SCRIPT_PATH=/opt/bacula/bin/ o
--ADMIN_OPENRC=/opt/bacula/etc/admin-openrc.sh

: 1 backup to restore

Restoring <backupl_ID>

Volume restoration in progress=restoring-backup

Restored volume found with ID=<restored_volume_ID>

Volume restoration in progress=restoring-backup

HHHHH

I: Volume restoration in progress=restoring-backup
I: Volume restoration in progress=available

(continues on next page)
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(continued from previous page)

I: Done moving on to next

I: No more backup to restore END

Create instance from GUI with restored disk

¢ Under the Instances overview select the Launch Instance menu.

¢ In the source menu select Volume from Select Boot Source

* If the disk containing the operating system has to be restored. Under the Available section select the newly
restored disk by hitting the up arrow sign on the right

Launch Instance

Details *

Flavor *
Networks *
Network Ports
Security Groups
Key Pair
Configuration
Server Groups
Scheduler Hints

Metadata

X Cancel

¢ Launch instance

Instance source is the template used to create an instance. You can use an image, a snapshot of an instance (image
snapshot), a volume or a volume snapshot (if enabled). You can also choose to use persistent storage by creating a

new volume.
Select Boot Source

Volume

Allocated
Displaying 0 items

Name Description

Displaying 0 items

“ Available

Delete Volume on Instance Delete

Yes | No ‘

size Type

Availability Zone

Select an item from Available items below

Q | Click here for filters or full text search.

Displaying 1 item

Name

restore_backup_adabclcf-
d975-416c-941d-
c115a35f97bb

Displaying 1 item

Description

auto-
created_from_restore_from_backup

Select one

Availability
Zone

Type

Next » & Launch Instance

Setup all other parameters, preferably with the same flavor as the backup instance.

* Manually attach restored data disks to newly created instance via Volumes menu

¢ On the restored disk the Edit volume menu contains a Manage Volume Attachments section

¢ In the Attach to instance sub-menu select the relevant instance to attach the disk to
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Manage Volume Attachments

Instance Device

No items to display.

Attach To Instance
Attach to Instance * @

Select an instance

Attach Volume

See also:
* Backup in Openstack VM
* Query
* [nteractive Delete

Go back to the main Openstack VM page.

Query

Display different information about backup, snapshot, instance and/or volumes by running the /opt/bacula/bin/
openstack-vm-query with relevant parameters.

Parameters

-b Lists backups

* -c <admin_openrc> Path to admin-openrc.sh

e -f <format> Format the output in one of the following format: json, table, value, yaml
e -1 Lists instances

e -p Check if Cinder-backup is running

¢ -q Check if Cinder module is installed

¢ -s List snapshots

e -v Lists volumes

e -V Verbose output for -p and -q options

* -h Display help
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Example

The query procedure is used to list different resources in a defined format.
/opt/bacula/bin/openstack-vm-query is the base command.
To list the instances available in the OpenStack server:
To list the backups performed:
Listing volumes and backups in a json format would result in:
See also:
* Backup in Openstack VM
* Restore in Openstack VM
e Interactive Delete

Go back to the main Openstack VM page.

Interactive Delete

It is possible to delete backup(s), snapshot(s) or volume(s) by running the /opt/bacula/bin/
openstack-vm-execute-interactive-delete procedure with relevant parameters

Note: The delete operation is sent through Openstack API, and it has the force flag activated by default.

Parameters

e -b <backup-ID>: For interactive backup deletion if no ID is specified the procedure will go through all backups
asking for deletion.

* -c <admin-openrc> Path to modified admin-openrc.sh DEFAULT=/opt/bacula/admin-openrc.sh.

e -s <snapshot-ID> For interactive snapshot deletion if no ID is specified the procedure will go through all
snapshots asking for deletion.

e -t <tools> Path to openstack-vm-scripts DEFAULT=/opt/bacula/bin/

e -v <volume-ID> For interactive volume deletion if no ID is specified the procedure will go through all volumes
asking for deletion.

» -h Display help

Example

The options of this procedure are analog to other operations, but used for backup/snapshot/volume deletion instead.
Interactive delete of backups would be /opt/bacula/bin/openstack-vm-execute-interactive-delete -b

With an output looking like this:
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root@openstack-bck:~# /opt/bacula/bin/openstack-vm-execute-interactive-delete -b
INTERACTIVE BACKUP DELETE START

Would you like to delete BACKUP

ID=<backupl_ID>

NAME=<backupl_name>

DESCRIPTION=Backup done by Bacula Enterprise INSTANCE=<instance_name> DATE=Tue Mar 19..
—+16:34:03 UTC 2024

Start deletion [yles / [N]o ?y
Delete command sent

Would you like to delete BACKUP

ID=<backup2_ID>

NAME=<backup2_name>

DESCRIPTION=Backup done by Bacula Enterprise INSTANCE=<instance_name> DATE=Tue Mar 19.
—16:34:03 UTC 2024

Start deletion [yles / [N]o ?y
Delete command sent

INTERACTIVE BACKUP DELETE FINISHED

See also:
* Backup in Openstack VM
* Restore in Openstack VM
e Interactive Delete

Go back to the main Openstack VM page.

Warning: If the user wants to interact with other procedures than the ones listed above it must be done with
extreme caution and contact Bacula Enterprise support beforehand.

When running a backup or a restore using the OpenStack VM Plugin, the plugin procedures will need to contact the
Bacula Enterprise Director in order to run backup and restore jobs. This communication involves the Cinder Bacula
Driver, and the bconsole program.

The Bacula console bconsole will be installed along with the OpenStack VM Plugin, and the console should be able
to connect to your Director and have access to the local Client, the backup Job and other Bacula resources. These
requirements are explained in the Installation section.

When using the OpenStack VM plugin, it is not possible to manually start a backup or restore using a Bacula Enterprise
User Interface, bconsole or BWeb.

Backups or restores must be initiated by using the OpenStack VM plugin set of procedures openstack-vm-*. However,
it is always possible to run a regular backup of your OpenStack server, and then, use a RunScript block to trigger the
execution of the OpenStack VM plugin backup procedure. This will allow you to have a regular schedule defined to
backup your OpenStack server, along with Instances volumes. An example of a backup job using a RunScript block to
trigger an OpenStack instance volumes backup is described in the Backup in Openstack VM section.
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See also:
* Scope
* Features
* Architecture
e Installation
» Configuration
* Backup and Restore Strategies
e Troubleshooting
* Limitations

Go back to the main Openstack VM page.

Backup and Restore Strategies
Installing Bacula Client on Each Guest

This strategy works by installing a Bacula Enterprise File Daemon on every virtual machine as if they were regular,
physical clients. In order to optimize the I/O usage of Openstack, the user will use Bacula’s Schedules, Priorities, and
Maximum Concurrent Jobs to spread backup jobs over the backup window. Since all VMs could use the same storage
on the Openstack hypervisor, running all backup jobs at the same time could create a bottleneck on the disk/network
subsystem since Bacula will walk through all filesystems to open/read/close/stat files.

Installing the Bacula Enterprise File Daemon on each virtual machine permits to manage virtual servers like physical
servers and also to use all Bacula Enterprise’s features such as:

¢ Quick restores of individual files

¢ Checksum of individual files for Virus and Spyware detection
* Verify Jobs

* File/Directory exclusion (such as swap or temporary files)

* File level compression

¢ Accurate backups.

Cinder Driver Backup with Openstack Plugin

With the Cinder driver strategy, the Bacula Enterprise Openstack-VM will save all Openstack volume's at the raw level,
in the Openstack context.

Bacula’s Openstack-VM plugin will read and save the content of Openstack instance using Cinder backup APL

Cinder allows the user to integrate various storage solutions into the Openstack cloud. It does this by providing a stable
interface for hardware providers to write drivers that allow the usage of Cinder volumes backup capabilities.

See also:
* Scope
e Features

e Architecture
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* Installation

* Configuration
* Operations

» Troubleshooting
* Limitations

Go back to the main Openstack VM page.

Troubleshooting

This article presents recommended solutions for common issues that may arise while using the Openstack VM Plugin.
e D: cannot unpack non-iterable VolumeBackupsRestore object

Atrestore time the restore volume command might output the following message D: cannot unpack non-iterable
VolumeBackupsRestore object. This issue shouldn’t impact the restore process and it can be ignored.

e W: Openstack returned too many values to unpack (expected 2)

At restore time Openstack might output a warning W: Openstack returned too many values to unpack
(expected 2). Restore should go through regardless and not be impacted by the message. This issue also happens
when using the OpenStack CLI, and a bug report has been reported to the Openstack team.

See also:
* Scope
* Features
* Architecture
e [Installation
» Configuration
* Operations
* Backup and Restore Strategies
e Limitations

Go back to the main Openstack VM page.

Limitations

The following article presents limitations of Openstack VM Plugin.

* after a restore-procedure only the volumes are restored. The specific restored instance must be manually
restored and by attaching the relevant volumes to a new instance.

* currently, only full level instance(s) volume(s) backups are possible.
See also:

* Scope

* Features

e Architecture
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Installation

Configuration

Operations

Backup and Restore Strategies

Troubleshooting

Go back to the main Openstack VM page.

QEMU plugin

Important: Remember to read the Best Practices chapter common for all of our hypervisor plugins.

» Features Overview

* Guest VM Backup Strategies

* Backup and Restore Operations
* Installation

* Plugin Configuration

* Restore

e Other

* Supported QEMU Hypervisor versions

Features Overview

Transaction based online backup of any running QEMU VM guests

Full and Incremental virtual disk image-level backup

VM guest configuration for easy recovery

Ability to restore virtual disk images as QCOW?2 files

Ability to completely restore a Proxmox VM guest, including configuration
Ability to completely restore a target disk images for Genuine QEMU

Ability to restore VM virtual disk images to an alternate directory
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Guest VM Backup Strategies
Installing a Bacula Client on Each Guest VM

Using this strategy, you do not use the Bacula Enterprise QEMU Plugin, but instead install a Bacula Enterprise File Dae-
mon on every virtual machine as if they were normal physical clients. In order to optimize the I/O usage on your QEMU
system, you will use Bacula’s Schedules, Priorities, and Job concurrency settings to spread backup jobs throughout the
backup window. Since all guest VMs could possibly reside on the same storage on the Proxmox hypervisor, running
all your backup jobs at the same time can create a bottleneck on the disk/network subsystem.

Installing a Bacula Enterprise File Daemon in each virtual machine allows you to manage your virtual servers like
physical servers and also to use all Bacula Enterprise’s features such as:

¢ Quick restores of individual files

* Checksum of individual files for Virus and Spyware detection
 Verify Jobs

* File or Directory exclusion (such as swap or temporary files)
* File level compression

* Accurate backups

* Plugins

Image Backup with QEMU Plugin

With the image level backup strategy, the Bacula Enterprise QEMU Plugin will save VM disks as QCOW?2 images for
QEMU VMs for both Full and Incremental backups.

For this to work, a Bacula File Daemon is not needed in each guest VM. The Bacula QEMU Plugin will contact the
QEMU hypervisor to read and save the contents of virtual machine disks using the QMP transaction backups feature
and dump them using the QMP APL

Bacula does not need to walk through the Client filesystems to stast, open, read, and close files, so it consumes less
resources on the QEMU infrastructure than a file level backup on each VM would. On the other hand, Bacula will also
read and save useless data in the VMs such as swap files or temporary files.

Tip: The QEMU Plugin will save not only the disk images of the guest VMs, but also guest VM configurations which
allows for very easy guest VM restores. This feature is available for Proxmox infrastructure only.

Backup and Restore Operations
Backup

The QEMU Plugin supports the QMP control protocol which is a low-level managing interface for every QEMU Hy-
pervisor flavor. In most cases this interface is used by Hypervisor management tools to manage QEMU VM Guests.

The current Plugin version supports two QEMU Hypervisor types:
* Genuine QEMU - mode=QEMU (the default)
¢ Proxmox (PVE) - mode=PVE
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The core backup and restore procedure is the same for every QEMU hypervisor type. The main difference is the way
a VM is selected to be backed up and how the restore process is finished.

The core backup of a single guest VM consists of the following steps:
1. Query VM information and save it

2. For a Full backup level, during the backup transaction, create or clear Block dirty bitmap and dump VM disk
image to the working area (check Working Directory Location)

3. For an Incremental backup level, during the backup transaction, dump the incremental VM disk image to the
working area and clear the dirty bitmap

4. When a VM disk image dump is ready, the Bacula File Daemon will send the data to the Storage Daemon

Backups can be performed for guest VMs in a running state only. Any first Full level backup will create a backup
chain used for subsequent Incremental backups. The current plugin version creates and maintains a single backup chain
for each VM.

Warning: You should never mix different backup jobs for a single QEMU VM as it will break the backup chain
and backups become unrecoverable!

The QEMU Plugin will log the start and end of each guest VM backup:

JobId 104: Start Backup JobId 104, Job=proxmox.2021-10-28_12.04.54_42

JobId 104: Recycled volume "vol®1"

JobId 104: Using Device "FileChgrl-Dev2" to write.

JobId 104: gemu: Connected to Proxmox pve-manager/6.4-13/9f411e79 (running kernel: 5.4.
. 143-1-pve)

JobId 104: gemu: Start Backup vm: vml (100)

JobId 104: gemu: Finish backup of vml/drive-scsi®

The backup will create a single (.qcow2) file for every VM disk device saved and a single VM configuration file
(config. json) during a Full backup.

e /@gqemu/<vm-name>/<vmid>/<drive-name>.qcow2 for every VM disk image

* /@gemu/<vm-name>/<vmid>/config. json for VM configuration data

Tip: For Genuine QEMU mode <vmid> will generally always be set to zero and <vm-name> is the value set with
the -name <vm-name> QEMU execution parameter.

Multiple files will be created during a backup if multiple guest VMs are backed up with one job (for Proxmox backup
mode only). The distinct file names as shown above will help to locate the proper guest VM images for restore.

Copyright © 2024 Bacula Systems. All trademarks are the property of their respective owners. 281




Restore

The QEMU Plugin allows the following targets for restore operations:
* Restore to a local directory as QCOW?2 disk image files and single configuration file
* Restore to Genuine QEMU hypervisor to the original device file location
* Restore to Proxmox virtualization infrastructure as an original or new VMID
Restore To Local Directory

To use this mode, the where=/some/path parameter of a Bacula restore is set to a full path on the server where the
QEMU Plugin is installed. If the path does not exist, it will be created by the Bacula QEMU Plugin. Bacula will
automatically patch destination disk images with all Incremental backups. The end results will be a “ready to use”
QCOW?2 disk image file. For this target type you will always get disk images in QCOW2 format.

Restore to QEMU

To use this restore mode, the where=/ parameter of a Bacula restore is used. The guest VM disk images will be restored
and automatically patched with all Incremental backups in the working directory (check Working Directory Location
for details). Then all patched and ready to use image files will be converted to the original destination location and
image format when the convdestination: yes restore plugin parameter is set. This allow you to get ready to run QEMU
guest VM images in their original location.

This restore mode is selected for all backups executed for Genuine QEMU.
Restore to Proxmox

To use this restore mode, the where=/ parameter of a Bacula restore is used. The guest VM disk images will be restored
and automatically patched with all Incremental backups in the working directory (check Working Directory Location
for details). Then all patched and ready to use image files will be transferred to Proxmox storage attached to the original
image.

The QEMU Plugin will try to create the same :term::VMID as it was during the backup. If VM guest already exist then
with this :term::VMID, the plugin will allocate a new VMID. It will never overwrite an existing VM guest.

All other guest VM configuration parameters will be restored as they were backed up, including network MAC ad-
dresses. For this reason, it is recommended to inspect and possibly update a guest VM’s configuration before it is
started. Otherwise, resource conflicts may arise.

The Storage target to be used for the restored guest VM disk(s) can be set using the plugin’s storage restore option. If
this option is not set, all guest VM disks will be restored to their original Storage.

To list available Storages, a listing mode is available, described in the chapter listing)

This restore mode is selected for all backups executed for Proxmox.

Attention: The QEMU Plugin cannot be used for automatic migration of QEMU guest VM from Genuine QEMU
into a Proxmox virtualization infrastructure, but you can perform a Proxmox to Genuine QEMU migration using
backup mode=QEMU for both.
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Installation

The Bacula File Daemon and its QEMU Plugin need to be installed on the host of the Proxmox hypervisor which runs
the guest VMs that are to be backed up. Proxmox uses a customized Debian distribution, so the Bacula Enterprise File
Daemon for that platform has to be used.

Configuration

The Plugin Directory directive of the File Daemon resource in /opt/bacula/etc/bacula-£fd. conf must point to
where the qemu-£d. so plugin file is installed. The standard Bacula plugin directory is /opt/bacula/plugins

FileDaemon {
Name = bacula-fd
Plugin Directory = /opt/bacula/plugins

Installation of the Plugin

Installation of the Bacula Enterprise QEMU Plugin is most easily done by adding the repository file suitable for the
existing subscription to the Linux package manager for your distribution of choice.

For RHEL/CentOS distributions an example repository file would be /etc/yu